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Stefan international postgraduate

school
Ljubljana, Slovenia
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Abstract

The growing interest in hydrogen gas as a fuel drives re-
search into environmentally friendly hydrogen production
methods. One viable approach of obtaining hydrogen is
the electrocatalysis of water, which includes the hydrogen
evolution reaction (HER) as one of the half-reactions. In
the search of highly active catalysts for the HER, machine
learning can be effectively utilized to develop models for
calculating hydrogen adsorption energy, a key descriptor of
catalytic activity. In this study, we learned models for pre-
dicting hydrogen adsorption energy on platinum. We used
various machine-learning (ML) techniques on two datasets,
one for extended surfaces and the other for nanoparticles.
The respective results reveal that ML models for extended
surfaces are more accurate than those for nanoparticles,
and that the features describing the local environment are
the most significant for the predictions. For surfaces, the
coordination number is the most relevant feature, while the
d-band center is the most important for nanoparticles. The
ML models developed in this study lack sufficient accuracy
to provide reliable results, highlighting the need for further
investigation with additional features or larger datasets.
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1 Introduction

A lot of scientific and societal interest is devoted to hydro-
gen fuel, which can generate electrical power by producing
water as a byproduct. One environmentally friendly method
of producing hydrogen is through the electrocatalysis of
water, where hydrogen and oxygen gases are formed. This
process involves two reactions: oxygen and hydrogen evolu-
tion reactions. Considerable effort is being directed towards
improving catalysts for both reactions and understanding
the fundamental processes involved [21, 13]. In this contri-
bution, we will focus on the hydrogen evolution reaction
(HER), for which platinum is known to be a highly ac-
tive catalyst due to its near-optimal hydrogen adsorption
free energy [15, 21]. However, the high cost of platinum
motivates ongoing research of alternative materials.
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The mechanism of HER includes adsorbed hydrogen
atom (H*) as an intermediate. Consequently, the adsorp-
tion energy of hydrogen is often used as a descriptor of
the catalytic activity of the material [15, 21]. The most
straightforward approach to obtain the adsorption energies
is with density-functional theory (DFT) calculations. How-
ever, as the size of the system and the number of different
adsorption sites increase, a full DFT analysis becomes com-
putationally unfeasible. To address this challenge, machine-
learning methods can be employed to predict hydrogen
adsorption energies based on DFT results, enabling the
investigation of more complex systems [10]. For example,
bimetallic nanoparticles were investigated by Jäger et al.
[8] and Zhang et al. investigated amorphous systems [20].

This contribution focuses on the use of machine learning
for predicting hydrogen adsorption energies on platinum
using electronic and geometric descriptors. Two separate
datasets were constructed, one for surfaces and the other
for nanoparticles. By employing supervised learning and
attribute ranking, we built ML models, assessed their accu-
racy and analyzed whether the two datasets exhibit similar
correlations. The idea of the contribution is illustrated in
Figure 1.

Figure 1: Supervised machine learning and feature
ranking was performed for hydrogen adsorption
energy on platinum catalysts modeled as surfaces
and nanoparticles.

2 Materials and Methods

2.1 DFT Calculations and Datasets

We utilized DFT calculations to calculate hydrogen ad-
sorption energies (a target variable for ML) and electronic
descriptors for ML. We also utilized geometric descriptors.
Two datasets were constructed, one for platinum nanopar-
ticles and the other for platinum surfaces.

DFT calculations were performed with the Perdew-Burke-
Ernzerhof (PBE) approximation [17], a plane-wave basis
set, and PAW pseudopotentials [3]. Energy cutoffs were set
to 50 and 575 Ry for wavefunctions and electron density,
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respectively. Methfessel-Paxton smearing [12] of 0.02 eV
was employed.

Pt(111), Pt(100), and Pt(110) surface slab models were
constructed with the calculated lattice parameter of bulk
Pt (3.97 Å). The models of Pt(111) and Pt(100) surfaces
consist of 4 atomic layers, with the bottom layer fixed to
bulk positions, while Pt(110) has 6 atomic layers with the
bottom two layers fixed. To achieve a greater variety of
adsorption sites, Pt(111) and Pt(100) were also modeled
with a missing-row defect. All surface models are shown in
Figure 2. Calculations accounted for the dipole correction
and periodic images of slabs were separated by at least
15 Å of vacuum. Different sizes of surface supercells were
used, and the k-point grid for (1×1) surface unit cells of
Pt(111), Pt(100), and Pt(110) were 12×12×1, 11×11×1,
and 11×8×1, respectively. For larger supercells, the number
of k-points was adapted accordingly.

Calculations with nanoparticles were performed with
the gamma k-point and Martyna-Tuckerman correction
for isolated systems [11]. Nanoparticles were modeled with
different shapes and sizes, consisting of 3 and up to 116
atoms. Their periodic images were separated by at least
15 Å of vacuum. All calculations were preformed with the
Quantum ESPRESSO package [5].

The hydrogen adsorption energy was calculated as:

𝐸ads = 𝐸H* − 𝐸* − 1

2
𝐸H2 (1)

where 𝐸H* is the calculated energy of optimized adsorp-
tion system, 𝐸* is the energy of the standalone platinum
system, and 𝐸H2 is the energy of the hydrogen molecule.
All performed calculations included only one adsorbed H
atom per supercell or nanoparticle.

As an electronic descriptor, we used the d-band center,
which is considered to be a good indicator of metal reac-
tivity [6]. It was obtained through DFT calculations using
the following equation:

𝜀d =

∞∫︀
−∞

𝑛d(𝐸)𝐸𝑑𝐸

∞∫︀
−∞

𝑛d(𝐸)𝑑𝐸

(2)

where 𝐸 is the energy and 𝑛d is the projected density of
states on d-orbitals of the atoms forming the adsorption
site.

For the geometric descriptors, we determined the average
coordination number of Pt atoms forming the adsorption
site, as well as the generalized coordination number (GCN)
of the adsorption site [2], calculated as:

GCN(𝑖) =

𝑁𝑖∑︁
𝑗=1

CN(𝑗)

CNmax
(3)

where 𝑖 denotes an atom or a group of atoms forming the
adsorption site, 𝑁𝑖 is the number of first nearest neighbors
of 𝑖, which are denoted with 𝑗. CN(𝑗) is the coordination
number of atom 𝑗 and CNmax is the maximal coordination
of a given site found in the bulk material.

In addition, the type of adsorption site was used as a
descriptor. For extended surfaces, the coverage of H atoms,
the surface area per H atom and surface type were also used
for learning. For nanoparticles, some descriptors relevant

Figure 2: Models of extended surfaces used to cal-
culate hydrogen adsorption energies.

to the size of nanoparticles were also utilized, in particular:
the number of all atoms (𝑁all) in the nanoparticle, the
number of surface atoms (𝑁surf), the maximal (𝑟max) and
minimal (𝑟min) distances from the center of the nanoparticle
to the surface atoms and the distance from the center of
the nanoparticle to the adsorption site (𝑟ads). The datasets
for surfaces and nanoparticles contained 46 and 85 data
points, respectively.

2.2 Machine-Learning Methods

The prepared datasets were analyzed using the Weka soft-
ware package [4]. The target value in both datasets is the
hydrogen adsorption energy, making this a regression task.
Supervised machine learning was employed to develop mod-
els for predicting the target value, which were evaluated
by 10-fold cross-validation.

One of the used methods is linear regression, that com-
putes the linear relationship between the target value and
the descriptors. The relevant descriptors included in the
equation were selected according to the M5 method [18].
This method iteratively removes descriptors with the small-
est effect on the model until the error of the model no
longer decreases.

We also used the random forest method [7, 1] with 100
trees of unlimited depth. With this method, multiple deci-
sion trees were constructed by selecting relevant features
from a random subset of int(log2(𝑚) + 1) features, where
𝑚 is the total number of features. The final values are the
averages of the predictions from the individual trees.

To obtain an explainable ML model, we also built regres-
sion trees using the M5’ method [18, 19]. In this method,
trees are built by splitting the training sets according to
attributes that maximize the standard deviation reduction.
After the trees are constructed, they are pruned to avoid
overfitting and smoothed to address discontinuities between
the leaves. For our datasets, we used unpruned trees to
prevent the formation of trees that are too small and give
poor predictions. We also restricted tree branching to a
minimum of 6 instances per leaf node for surfaces and 20
for nanoparticles to avoid overfitting the data and to ensure
trees of sufficient size.

We also performed variable importance estimation and
ranking for our selected descriptors with all data points
used as a test set. To evaluate the importance of the de-
scriptors with respect to hydrogen adsorption energy, we
employed two methods: ReliefF [9] and correlation [16]. The
ReliefF method is more sensitive to feature interactions
and works by calculating the distances between training in-
stances and identifying the ’nearest hit’ and ’nearest miss’.
It then adjusts the weights of the differing descriptors be-
tween the target and nearest instances. The correlation
method evaluates the Pearson correlation coefficient [16]
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between the features and the target variable, without ac-
counting for interactions between features. Both methods
provide scores ranging from −1 to 1, with 1 being the high-
est score. For the ReliefF method, a score of −1 indicates
the worst importance score, while for Pearson’s correlation,
a score of −1 indicates anti-correlation, and 0 indicates no
correlation.

3 Results and Discussion

3.1 Machine-Learning Models

Supervised machine learning was performed using linear
regression, random forest, and M5’ regression tree. The
obtained Pearson’s correlation coefficients and root mean
squared errors (RMSE) between true and predicted values
are shown in Table 1.

We can observe that not all ML models provide better
RMSE values compared to those calculated with a simple
arithmetic average, referred to as the default predictor. For
surfaces, linear regression and random forest perform the
best and yield similar results. The regression tree model
performs the worst and has higher RMSE compared to
the default predictor. For nanoparticles, all methods yield
errors close to those of the default predictor and correlation
coefficients bellow 0.5.

The obtained results indicate that with the selected
descriptors, the hydrogen adsorption energies are more
accurately predicted on surfaces, which are simpler as com-
pared to nanoparticles. Surfaces have high symmetry and
only a handful of different adsorption sites, while nanopar-
ticles have different shapes and sizes, consist of different
facets, and each nanoparticle has numerous different ad-
sorption sites. This gives a huge variety of adsorption sites
that can make the prediction of adsorption energies harder.

Considering the best models, the obtained adsorption
energies have an error of±0.13 eV for surfaces and±0.22 eV
for nanoparticles. Due to the exponential dependence of
reaction rate and adsorption energy, even a small error in
adsorption energy hugely affects the reaction rate. Hence,
the models, particularly for nanoparticles, do not provide
sufficiently accurate results for any practical use.

The selected ML models also provide insights into the
relations between the considered features and the target
variable. The linear regression model for nanoparticles
includes only the d-band center and a factor for the hollow
adsorption site, whereas the equation for surfaces is more
complex. It includes adsorption site, surface type, and both
coordination numbers. This indicates that for nanoparticles,

Table 1: Pearson’s correlation coefficients (CC) and
root mean squared errors (RMSE) in eV units for
all three used ML methods. For comparison, RMSE
of the default predictor is also given.

surfaces Nanoparticles
CC RMSE CC RMSE

linear regression 0.71 0.13 0.38 0.22
random forest 0.69 0.13 0.34 0.22
M5’ decision tree 0.49 0.19 0.34 0.22

default predictor / 0.18 / 0.23

the d-band center is the most relevant factor, while for
surfaces, geometric factors exhibit greater predictive value.
The regression-tree models shown in Figure 3 have lower
accuracy and, consequently, are less reliable.

The ML models could be improved by expanding the
dataset or by calculating additional descriptors. For sur-
faces, more data can be obtained through calculations on
a wider variety of surface types and by accounting for dif-
ferent surface defects. However, expanding the dataset for
nanoparticles is limited by their size, since DFT calcula-
tions for larger particles are computationally too demand-
ing. Therefore, a larger number of different smaller particles
can be tested instead. Using more sophisticated descriptors
such as atom-centered symmetry functions, smooth overlap
of atomic positions and many body tensor representation
could also improve the results, but would require different
sampling of adsorption structures. The use of transfer learn-
ing from pre-trained models based on chemical structures
could also lead to significant improvements.

3.2 Feature Ranking

Feature ranking was performed for both surfaces and nanopar-
ticles, with the results presented in Figure 4. The ReliefF
and correlation importance criteria provide different rank-
ings of features. For surfaces, the coordination number is
identified as the most relevant descriptor, followed by the
generalized coordination number. In contrast, for nanopar-
ticles, the d-band center is the most important descriptor.
Features describing the size of different nanoparticles show
lower relevance for predictions. The most relevant features
in both data sets describe the local environment of the
adsorption site, indicating the local nature of adsorption.

The importance of the d-band center is already well-
documented in the literature [14], as it correlates with
the reactivity of metals. As seen from the graphs, the d-
band center is not so strongly correlated with the hydrogen
binding energy on surfaces. This can be attributed to the
fact that on a perfectly flat surface, all surface atoms have
the same d-band center. In contrast, on nanoparticles, the
d-band center varies for each adsorption site because the
atoms are not equivalent. Therefore, the d-band center is

Figure 3: Schematic representation the obtained
random-tree models for ideal surfaces and nanopar-

ticles. Nodes are denoted with orange and the resulting

classes are represented with turquoise circles and in-
clude the number of data points in the class.
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Figure 4: Variable importance scores calculated by the

ReliefF and correlation criteria. Importance scores for

correlation criteria are given as absolute values.

expected to be more relevant for nanoparticles. For the
ranking based on correlation, the calculated factors for the
d-band center are negative. This indicates that a lower
d-band center corresponds to a higher adsorption energy
and consequently a less reactive site, which is physically
intuitive.

It is also interesting to note that the surface type de-
scriptor is not very relevant according to correlation, yet
it becomes the second most important feature when other
descriptor are considered. This can be attributed to the
fact that this descriptor has the same value for all adsorp-
tion sites on the same surface. However, when combined
with other descriptors, it can give additional information,
as similar adsorption sites on different surfaces can yield
considerably different adsorption energies.

4 Conclusion

We applied different ML techniques to predict the adsorp-
tion energy of hydrogen on platinum surfaces and nanopar-
ticles using simple geometric and electronic descriptors.
Models for predicting adsorption energy on surfaces per-
formed better, with the linear regression and random forest
methods showing the highest correlation coefficient and
accuracy. In contrast, predictions for nanoparticles yielded
lower correlation coefficients and accuracy similar to the
one calculated by a default predictor. Therefore, the mod-
els presented in this contribution do not provide accurate
estimation of hydrogen adsorption energies. Utilizing more
sophisticated descriptors and larger training data sets could
enhance the performance of these models.

Differences between datasets are also evident in feature
ranking. For surfaces, coordination numbers are the most
relevant descriptors, while for nanoparticles, the d-band
center shows the highest relevance. All these relevant de-
scriptors are related to the local environment of the adsorp-
tion site, indicating that adsorption is a local phenomenon.
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