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Abstract
This paper presents a multi-agent system (MAS) for autonomous

table football, developed for the FuzbAI competition at the Uni-

versity of Ljubljana. Our system consists of four independent

agents, each dynamically assigned specific roles—Goalkeeper,

Defender, Midfielder, and Attacker—based on real-time game

analysis. This role-based architecture enabled seamless coordi-

nation between offensive and defensive strategies, allowing our

team to secure first place. We describe the simulation framework

used, the processing of sensor data, and the control strategies

that allowed the agents to execute precise actions in a dynamic

environment. The results highlight the effectiveness of adaptive,

role-based decision-making, demonstrating the potential of MAS

in real-time, competitive settings.
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1 Introduction
The FuzbAI competition, held as part of the “Dnevi Avtomatike”

event at the Faculty of Electrical Engineering, University of Ljubl-

jana, is a premier contest for students specializing in automation

and artificial intelligence [11]. This event challenges participants

to develop intelligent autonomous agents capable of playing table

football without human intervention. The competition not only

serves as a platform for demonstrating technical skills but also

fosters innovation in the application of AI and machine learning

techniques in real-time environments. Figure 1 illustrates the

table setup used in the competition.

The FuzbAI competition is structured in a way that teams

must design and implement a fully autonomous system capable

of effectively competing against other AI-driven systems. Each

match is a test of the participants’ ability to integrate advanced

algorithms and robotics, simulating the dynamics of a real foot-

ball game on a miniature scale. The competitive format includes

both qualification rounds and knockout stages, ensuring that

only the most capable and innovative solutions advance to the

final stages.

Our entry into the FuzbAI competition focused on the develop-

ment of a multi-agent system (MAS), where each of our four rods

functioned as an independent agent. These agents were designed

to collaborate through a streamlined decision-making process,
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Figure 1: Table setup for the FuzbAI autonomous football
competition.

selecting roles that dictated their actions during gameplay. This

strategic approach enabled our team to outperform competitors

and ultimately secure first place in the competition.

This paper delves into the development and implementation

of our multi-agent system. We will explore the architectural

choices, the role-based decision-making strategies employed by

each agent, and the overall system’s performance in the context

of the FuzbAI competition.

2 Competition Setup and System Description
The FuzbAI competition required all participants to develop pro-

grams capable of playing table football autonomously. To facil-

itate this, the competition provided a standardized simulation

environment and a set of initial tools that every team used as

the foundation for their development. This section describes the

simulation framework, the types of data available from the sys-

tem, and the means by which agents could interact with both the

simulated and real game environments.

2.1 Simulation Framework
Participantswere providedwith a Python-based simulation frame-

work designed to emulate a real table football match, as shown in

figure 2. This simulator accurately replicated the physics of the

game, including the movement of the ball and rods, and managed

the interactions between the environment and the agents control-

ling the rods. The framework included fundamental functionali-

ties such as ball tracking, rod positioning, and interaction rules,

allowing all teams to concentrate on AI development without

needing to construct the simulation infrastructure themselves.

One of the key features of the competition setup was that the

interaction protocols for the simulator and the physical table

were identical. The same signals and commands used to control

https://doi.org/10.70314/is.2024.scai.8341
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Figure 2: Simulator interface.

the actuators in the simulator were also used for the real table

without any modification. This feature ensured that teams could

seamlessly transition their algorithms from the simulated envi-

ronment to the physical table setup, which was used in the final

rounds of the competition. As a result, the simulation provided

a consistent testing ground that mirrored the actual physical

setup, enabling teams to develop and refine their strategies under

uniform conditions.

2.2 Sensor Data
Both the simulation environment and the real table provided

each team with data from two cameras, one placed on each side

of the table. Each camera captured different views of the game,

and teams had to decide how to combine the information from

both cameras. The data provided by each camera included:

• Ball position: The coordinates of the ball on the 2D plane

of the table.

• Ball speed: Velocity of the ball.

• Ball size: Area of the ball in the captured image (in pixels).

• Rod positions: Calibrated position of all rods (in the inter-

val [0, 1]).
• Rod angles: Calibrated angle of all rods (in the interval

[−32, +32]).
This camera data was streamed continuously, requiring teams

to process and merge the inputs from both cameras to accurately

interpret the game’s state. The accuracy and frequency of the

data were sufficient to enable real-time decision-making by the

autonomous agents, whether interacting with the simulator or

the physical table.

2.3 Actuator Outputs
To interact with the environment, each agent could send com-

mands to the actuators that controlled the rods. The system

allowed for two primary types of commands:

• Translatory movement: Moving the rod left or right across

the table.

• Rotational movement: Rotating the rod to control the angle

at which the players struck the ball.

Precise and timely commands were crucial for effective game

control, as they enabled the agents to optimally position their fig-

ures, strike the ball accurately, and execute defensive or offensive

strategies effectively.

3 Related Work
Research on multi-agent systems (MAS) and their application

in robotic football has been extensively explored. This section

reviews some contributions that have informed the development

of autonomous systems for table football and real football.

Moos et al. (2024) [5] developed an automated football table

as a research platform for reinforcement learning, highlighting

the challenges of transferring learned behaviors from simulation

to real-world environments and the need for robust algorithms

to handle uncertainties. While reinforcement learning is a com-

mon approach in such studies, we did not achieve satisfactory

results with it. Therefore, we decided to use multi-agent systems

instead. Klančar et al. (2002) [4] investigated cooperative con-

trol in robot football (real football) using multi-agent systems,

focusing on behavior-based control and dynamic role assignment

among robots to optimize performance. Their approach empha-

sized effective communication for coordination in multi-agent

settings. This work particularly inspired our approach to multi-

agent systems, where we focused on behavior-based control and

dynamic role assignment. Ribeiro et al. (2024) [6] proposed a

probability-based strategy (PBS) for robotic football (real foot-

ball), utilizing real-time data for centralized decision-making

without relying heavily on pre-defined plays. Their approach

demonstrated flexibility across different environments. Smit et

al. (2023) [8] explored scaling multi-agent reinforcement learn-

ing (MARL) to a full 11v11 simulated football environment (real

football), focusing on computational efficiency and the use of

attention mechanisms to enhance scalability in large-scale multi-

agent settings. Song et al. (2024) [9] conducted an empirical study

on the Google Research Football platform (real football), intro-

ducing a population-based MARL training pipeline to quickly

develop competitive AI players, highlighting the importance of

scalable training frameworks. Scott et al. (2022) [7] examined

end-to-end learning in RoboCup simulations (real football), op-

timizing both low-level skills and high-level strategies through

competitive self-play, providing a comprehensive approach to

multi-agent training in competitive environments.

4 MAS Approach to Autonomous Table
Football Control

In this section, we describe the the methodology of our approach.

We describe agent architecture, different agent roles and outline

the actions they can take. Then, we discuss the conditions and

priorities for role assignment during the game and evaluate the

behavior of the system as a whole.

4.1 Agent Architecture
There exist several agent architectures, commonly used in MAS.

Approaches, such as [4, 10, 12, 13], use role-based approach for

interaction between agents and with the environment. In role-

based approach, based on the concepts from role theory [1], the

agents are assigned roles which affect their behavior. While the

overall long-term goal of the system is typically predefined and

does not change, e.g. win a table football match, the current role

of an individual agent defines agent’s short-term goals, which

influences agent behavior, their decision-making process, and

how they interact with the rest of the system. Furthermore, sepa-

ration of agent functionality into independent roles can provide

simplification and decoupling of individual tasks, leading to a

more modular system, which can simplify and improve the ex-

tensibility of the implementation [3].



Autonomous Table Football: Winning Strategy Information Society 2024, 7–11 October 2024, Ljubljana, Slovenia

There exist several approaches to role and behavior implemen-

tation in MAS, such as merging different roles, role models and

class members [2, 3, 4]. In our implementation, we simplify the

architecture by allowing an agent to occupy only a single role at

a time, and defining the roles in a way that allows reassigning be-

tween iterations of the algorithm without regard to the previous

role or state of the agent.

Each role defines a set of possible actions an agent can take.

The agents decide which action to take based on their priority

and the current environment. More complex roles can be im-

plemented in a stateful manner, meaning the decision on which

action to take is dependent on previous actions as well. An agent

can only be assigned a single role at a time, but can switch be-

tween roles throughout iterations regardless if the particular goal

is fulfilled, when appropriate conditions arise. Additionally, every

agent must have a role assigned at all times.

An action is a discrete, autonomous task that an agent can

take on by making appropriate decisions and acting onto the

environment, e.g. by sending commands to the actuators. This

advances the agent toward the goal imposed by the current role.

An agent can only execute a single action at a time. Additionally,

every agent must be actively executing an action at all times.

These concepts were implemented using an Object Oriented

approach, as suggested by the authors of the competition. In our

implementation, each agent repeatedly executes a fast processing

routine. Every iteration, the environment data is updated and role

selection for the agent is performed. Then, as the agent decides on

a role for that iteration, the appropriate role processing function

is called, executing individual actions.

4.2 Role Description
A typical table football setup consists of four rods per player, each

with a number of mounted figures. In this implementation, each

rod is considered an agent, resulting in a system with four agents

for which we define the following roles, typically associated with

table football games.

Goalkeeper is the final line of defense, primarily responsible

for intercepting the ball before it reaches the goal. Typically the

left-most rod, which is nearest to the goal and has a single figure,

the goalkeeper follows the ball position using two possible ac-

tions: follow andmisaligned follow. The follow action simply tries

to align the figure on the rod with the current ball position. How-

ever, if the velocity of the ball exceeds a predefined threshold,

the agent instead attempts to estimate the ball trajectory based

on its velocity vector. This estimation is simplified by assuming

that the ball maintains a straight-line path. The figure is there-

fore positioned at the intersection of the rod and the estimated

trajectory in an attempt to intercept a fast-moving ball.

The misaligned follow action is an augmented variant of the

former action, designed to increase the overall defense surface of

the defending agents. A common scenario in table football occurs

when an attacker attempts to bypass the defenses by slightly

pushing the ball parallel to the rod and striking it immediately

after. Even though a human player might react fast enough to

block such an attack, actuator response times are often insuffi-

cient. A defense strategy against such attacks is is to misalign the

goalkeeper and defender figures, increasing the defense surface.

Here, this is implemented by the misaligned follow action, and is

activated whenever the ball is relatively slow, in the possession

of the opponent and another agent in front of the Goalkeeper is

currently in a Defender role. This decreases the chances of the

opponent scoring even if the actuators fail to respond fast enough

to block this style of attack. Here, communication between the

two agents is performed implicitly, as each agent perceives the

roles of other agents as a part of the overall environmental state.

Defender is an agent tasked with blocking opponent attacks

by intercepting the ball when it is in the opponent’s possession or

moving towards the goal. This role utilizes a single follow action,

similar to the Goalkeeper’s follow action. Whenever the Defender

role is active, the agent tracks the position and velocity of the ball,

trying to match either its current coordinate or the estimated

intersection with the trajectory of the ball. The agent identifies

the figure closest to the intersection and attempts to move the

rod using minimal amount of movement. This approach allows

for faster adjustments during the game, improving defensive

efficiency.

Midfielder is a an agent role with the primary task of raising

the figures to allow passing the ball from behind the current

agent. This role, although simple, is essential in order to avoid

accidentally breaking a friendly attack by an Attacker agent

behind the current rod.

Attacker is an agent with the task of kicking the ball towards

the opponent goal in an attempt to score a point. Unlike other

roles, the Attacker role is implemented in a stateful manner.

Actions can only happen in a specified order, when the corre-

sponding conditions are met. The role implements follow, kick
and prevent back-kick actions.

Whenever the agent is assigned this role, the follow action is

executed first. During the follow action, the agent slightly raises

the figures in order to prepare for a kick. The figure closest to

the ball is selected and rod offset is adjusted in order to align

the figure with the ball. Whenever the agent determines that the

alignment with the ball is sufficient, the agent moves onto the

next state, the kick action. Here, the rod is rotated in order to

strike the ball. During this state, it is still necessary to track the

position of the ball, as the ball can move significantly within a

few iterations of the algorithm. As the rod completes the forward

rotation, the agent monitors the position of the ball and assesses

if the figure successfully hit the ball. In that case, the next action

is set back to follow, and the agent is usually assigned a new role

according to the environment. However, if the figure missed the

ball during the kick, the agent moves onto the prevent back-kick
action. This final action is meant to prevent an accidental kick

in the opposite of the intended direction. The rod is translated

sideways and slowly rotated into a neutral position, in order to

circumvent the ball. While executing this action, role switching

for the current agent is disabled as well.

During execution, the agent aligns the rod position with the

ball; however, a perfectly aligned figure results in a straight shot,

which is easily defended by maintaining alignment with the ball.

A more effective strategy involves kicking at an angle to aim

for the goal or create a rebound off the wall, which is harder

to defend. This role achieves this by slightly misaligning the

figure before and during the kick. The agent computes the angle

between the ball’s current position and the selected target, with

the figure’s requiredmisalignment set proportionally to this angle

and adjusted by a tunable parameter for fine-tuning. This attack

strategy significantly increases the performance of the Attacker

role.
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4.3 Role Assignment
Individual roles are assigned to agents according to defined as-

signment conditions and rules. Some approaches use an objective

function in order to select a role, often taking role priority into

account [4]. In this approach, we instead define a simple set of

conditions which, along with role priority, decide on the most

appropriate role for a particular agent based on the current state

of the environment.

If in a particular instant, more roles fulfill the assignment con-

ditions for a particular agent, the role with higher priority is

selected. In this implementation, the highest priority belongs

to the Attacker role, followed by the Goalkeeper, Defender and

finally the Midfielder with the lowest priority. This ordering is

based on the strictness of assignment conditions for each role,

and the importance of that particular role. For example, the At-

tacker role has the strictest selection conditions among all roles,

and therefore is assigned the highest priority, while the Mid-

fielder role has a very broad assignment condition and is not as

important compared to an Attack agent.

We define the role selection conditions as follows. The At-

tacker role is selected whenever the ball speed drops below a

specified threshold, and the ball is within kicking clearance of

the rod. The Goalkeeper role is selected if that particular agent

belongs to the left-most rod, closest to the player’s goal. The

Defender role is selected whenever the ball is in front of the rod.

Lastly, the Midfielder role is selected whenever the ball is behind

the rod, as the role’s only task is to raise the figures to allow the

ball to pass forward.

This set of conditions combined with the defined role priority,

allow the agents to switch between roles effectively and covers

the main functionality required to play the game. Role priority

ensures that the agent works toward a correct goal based on

the circumstances. For example, any rod, even the Goalkeeper,

should attempt to kick the ball if it is close and slow enough,

while only the left-most rod should attempt to be the goalkeeper.

4.4 Behavior of the System as a Whole
The system’s primary offensive strategy is for the Attacker agents

to advance the ball as far forward as possible, ultimately aiming

for the goal, while Midfielder agents ensure that they do not

obstruct forward passes. During opponent attacks, the systems

primary defensive strategy is for the Defender and Goalkeeper

roles to intercept the ball. In certain situations, they collaborate

to expand the defense surface, compensating for the limitations

posed by actuator response times. Once the opponent’s attack

ends, agents detect the change in the environment and the roles

are reassigned to shift the game towards offensive play.

The system’s game strategy can be adjusted by modifying

parameters such as role priority, assignment rules, or individual

actions. For instance, a more defensive strategy can be achieved

by tightening the conditions for assigning the Attacker role.

Overall, the implemented algorithm performs well, with the

combination of discrete roles resulting in a competent gameplay.

However, delays and noise present in measurements, and delays

due to actuator response times, sometimes cause the system to

miss, e.g. during attacks. The prevent back-kick action of the

Attacker role proves essential in such situations, performing

careful repositioning. Another surprisingly successful strategy is

aiming at the goal or the wall during the attack action. Even if the
ball does not follow the intended trajectory due to measurement

noise and system delays, it still considerably increases the attack

success rate. Additionally, even though there are no explicit,

intentional passes between agents, the strategy of simply passing

the ball as far forward as possible is enough for a successful

gameplay.

The system overall is sensitive to changes in parameters and

requires precise tuning. The simulator, although effective, does

not perfectly simulate the physical table, and additional parame-

ter tuning is required when transitioning from the simulator to

real-world application.

5 Conclusion
This paper presented amulti-agent system (MAS) for autonomous

table football, developed for the FuzbAI competition. Our role-

based design allowed each rod to act as an independent agent,

dynamically adapting to the game state. This approach enabled

effective coordination between offense and defense, contributing

to our system’s first-place win.

The results demonstrate the effectiveness of a modular, adap-

tive architecture in dynamic environments, highlighting the im-

portance of robust decision-making and quick role-switching.

Future work could include machine learning to predict opponent

behavior and optimize strategies, as well as expanding the system

to more complex environments. Overall, our MAS showed strong

performance in a competitive setting, offering valuable insights

for future developments in autonomous systems.
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