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Abstract
Using synthetic datasets to train medicine-focusedmachine learn-

ing models has been shown to enhance their performance, how-

ever, most research focuses on English texts. In this paper, we ex-

plore generating non-English synthetic medical texts.We propose

a methodology for generating medical synthetic data, showcasing

it by generating Greeklish medical texts relating to hypertension.

We evaluate our approach with seven different language models

and assess the quality of the datasets by training a classifier to

distinguish between original and synthetic examples. We find

that the Llama-3 performs best for our task.

Keywords
Synthetic data, healthcare data, multilingual data, large language

models, classification

1 Introduction
The healthcare domain produces a lot of medical data that can be

used to train machine-learning models to help medical person-

nel. For example, a machine-learning model designed to perform

Named Entity Recognition (NER) on electronic health records

(EHRs) needs extensive labeled datasets to accurately identify

medical terms like diseases, treatments, and patient details. How-

ever, the data contains a lot of personal information, and hospitals

cannot share it freely due to data protection. In addition, there

are not enough examples to train the models for some problems,

such as those relating to rare diseases. Because of this, synthetic

data is being used as a substitute to train the models.

Most synthetic data generation approaches focus on generat-

ing English texts. These usually utilize large language models

trained on predominantly English documents retrieved from the

web. However, there are few examples of using them to gener-

ate non-English texts. Furthermore, the language models have

difficulties generating texts that do not reflect the distributions

found in the training sample. This includes medical texts, which

are usually not accessible to the general public.

This paper proposes a methodology for generating medical

synthetic data using open-source large language models. We

apply the methodology to a medical data set written in Greeklish,

a combination of Greek and English scripts. We test it with seven

large language models and assess performance by training a

classifier to distinguish original examples from synthetic ones.

Using the same prompt, we find that the open-source Llama-3

model best generates synthetic data that reflects the original data

set.

The remainder of the paper is as follows: Section 2 presents the

related work on generating synthetic data using large language

models. Next, the proposed methodology is described in Section 3.
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The experiment setting is presented in Section 4, followed by

the experiment results in Section 5. We discuss the results in

Section 6 and conclude the paper in Section 7.

2 Related Work
This section describes the related work, focusing on large lan-

guage models and methods for generating synthetic data.

2.1 Large language models
Large Language Models (LLMs) are models that were trained

to generate human-like texts based on an extensive process of

training on vast amounts of data. Models, such as Llama 3 [2],

GPT-4 [9], Aya 23 [3] and Mistral [7], are often easy to work

with by providing an input textual prompt, based on which the

models respond. The LLMs are helpful in specialized fields, such

as medicine, since they can be fine-tuned on extensive data sets

containing medical terms and concepts. This enables them to per-

form well in tasks such as medical synthetic data generation [12].

Despite that, they are sometimes unable to follow the instruc-

tions in the prompt accurately, leading them to hallucinate, i.e.

confidently produce wrong responses [5].

In our experiments, we investigate the LLMs’ performance

in generating synthetic medical data given specific constraints

and detailed prompts to simulate the original data set as best as

possible.

2.2 Synthetic medical data generation
Recently, synthetic medical data, generated using LLMs, has been

used to enhance the performance of models for solving different

natural language processing tasks in medicine.

One work focuses on generating a synthetic dataset of elec-

tronic health records of Alzheimer’s Disease (AD) patients based

on a label that is provided [8]. They find that the performance of

their system for detecting AD-related signs and symptoms from

EHRs improves vastly when trained on synthetic and original

data sets as opposed to training the system only on the origi-

nal one. Another work investigated using LLMs for extracting

structured information from unstructured healthcare text [13].

By generating synthetic data using LLMs and fine-tuning the

model, they significantly improved the models’ performance for

medical-named entity extraction and relation extraction tasks.

Most related works focus on English synthetic data due to

scarce non-English training data and the dominance of English

in medical terminology [6]. This paper focuses on generating

non-English texts, specifically medical texts written in Greeklish

about hypertension.

3 Methodology
This section outlines our research methodology. We first present

the pre-processing of the data set, followed by describing the syn-

thetic data generation process. Finally, we present the description

of synthetic dataset evaluation using a classifier. Figure 1 shows

the diagram overviewing the proposed methodology.
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Figure 1: An overview of the methodology. The image was
designed using resources from flaticon.

3.1 Data pre-processing
The data set used consisted of 1,299 examples of medical history

in Greeklish, where the Latin and Greek scripts were used inter-

changeably. It also contained 1,495 labels, most of which were

in English. The labels consisted of drugs, medical events, and

measurements.

To translate the labels into Greek, we used the NLLB-200 [14]

translation model
1
. Since LLMs were predominantly trained on

texts written in Latin script, we decided to transliterate both the

labels and examples from Greek to Latin script. This allowed the

LLMs to generate longer tokens with richer information.

We split the original data set into two subsets to ensure no

data leakage. The first one, consisting of 930 examples, was used

for synthetic data generation. The second one, containing the

remaining 369 examples, was used for evaluation.

3.2 Synthetic data generation
We utilized the datadreamer library [10] to generate the synthetic

data set. The library enables open-source models to create syn-

thetic data sets and was developed to work in research settings,

supporting prompt templates and few-shot learning.

We developed a prompt containing the instructions and re-

strictions on generating the examples. To better showcase the

structure of the generated text, we also provided five random

examples from the original data set as few-shot examples. Next,

using datadreamer, we sent the prompt to the chosen LLM. We

experimented with multiple LLMs, and about 800 examples were

generated for each used LLM. When experimenting with LLMs

that required calling an external provider (e.g., OpenAI), we pro-

vided five static few-shot examples that did not include any pa-

tient personal data due to data privacy concerns.

To ensure the quality of generated data, we implemented a

post-processing step. This included formatting the generated

text into one line and excluding examples where the length was

too long or where the model started repeating words meaning-

lessly. This ensured that all generated examples followed the

same format and could be used for evaluation.

Table 2 presents generated examples for the label "OSTEO-

POROSH". Similarities in the examples highlight the need for

rigorous methods to evaluate how closely they resemble the

original data set. The methods are explained in Section 4.1.

1
https://huggingface.co/facebook/nllb-200-distilled-600M

3.3 Technical details
In this section, we describe the models and the parameters used

in the experiment. All models used are available via the Hugging-

Face’s transformer library [15].

We tested five open-source models to generate the synthetic

data sets, all of which can be run on a 32GB GPU: Llama-3 [2]
only has support for the English language but has been fine-tuned

to understand user prompts, which is a featurewe expectedwould

help a lot with the synthetic data generation.
2 Aya-23 [3] is a

multilingual language model and offers support for 23 languages,

including Greek.
3 Mistral [7] supports a variety of languages

but omits Greek
4
. The models Gemma-2 [4] and Phi-3 [1] were

also tested and compared in the experiments.
56

In addition, we

experimented with GPT-4o [9] and GPT-3.5-Turbo, which are

accessible via the OpenAI API.

All models were given the same prompt containing instruc-

tions that included (1) generating Greek texts written in Latin

script and (2) containing a label randomly selected from the orig-

inal data set, (3) examples are supposed to be at most 6 words

long, (4) should provide concise responses, (5) structured format

(all text must be in a single line, must use // and commas as sepa-

rators, and must be similar in format as the provided few-shot

examples). To stress some more important instructions, some

instructions were given in capital letters and were also repeated.

4 Experiment Setting
This section describes the experiment setting, which consists

of the evaluation process and the metrics used to measure the

approach’s performance.

4.1 Evaluation approach
The quality of the generated synthetic data was measured in two

parts. The first consisted of statistical measurements, such as

calculating the average length of the generated examples and

finding the proportion of examples that included the required

labels. These statistics were then compared to the original data

set.

The second part consisted of training a classifier to discern if

the input text was from the original or from the synthetic data set.

The data set used to train and evaluate the classifier involved 369

randomly selected synthetic examples and 369 examples from

the original data set, transliterated into Latin script. We chose

5-fold validation as our classification procedure and calculated

the mean performance across all trials.

The classifier was trained using the BERT [11] language model,

specifically the bert-base-multilingual-cased variant
7
. The

classifier was trained using the following parameters: batch size

= 16, epochs = 3, and learning rate = 2e-5. The same parameters

were used for all synthetic data sets.

4.2 Metrics
To assess the quality of the generated synthetic data sets, we used

the F1 score as our main metric for evaluating the classifier’s

performance. The target value was 0.5; if the performance is

greater than 0.5, the classifier can discern the original from the

synthetic examples. Hence, the synthetic data does not reflect

the original data set. If the performance is less than 0.5, the

2
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct

3
https://huggingface.co/CohereForAI/aya-23-8B

4
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3

5
https://huggingface.co/google/gemma-2-9b-it

6
https://huggingface.co/microsoft/Phi-3-medium-4k-instruct

7
https://huggingface.co/google-bert/bert-base-multilingual-cased
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classifier has difficulties separating the synthetic from the original

data, which can be because the synthetic data contains copies of

the original examples. In addition to the F1 score, we measured

the classifier’s accuracy, precision, and recall, which are also

reported.

5 Results
In this section, we present the results of our experiment. We

first present the statistical results, followed by the classifier’s

evaluation.

5.1 Statistical analysis
Table 1 compares the synthetic data sets and the original one

regarding label occurrence and average example length. The label

occurrence is 1.000 in the original data set, as all examples from

the original data set are assumed to include relevant labels and

information.

The most aligned synthetic data set regarding label occurrence

was generated using GPT-4o, followed by Llama-3. However, in
terms of average example length, the data set generated using

Gemma-2 performed the best, followed by Llama-3.
The worst-performing models, in terms of label occurrence,

were Mistral and Phi-3, which in about 25% did not include the

selected label. The data set generated using the Aya-23 had the

largest difference in terms of average example length, on average

generating examples with three extra words.

Table 1: Statistical comparison between the original and
synthetic data sets. The bold and underlined values repre-
sent the best and second-best statistics, respectively.

LLM Label occurrence Avg example length

original dataset 1.000 4.682

Llama-3 0.990 5.330 (+0.648)

Aya-23 0.949 8.040 (+3.358)

Mistral 0.740 6.376 (+1.694)

Gemma-2 0.988 4.207 (-0.475)

Phi-3 0.782 6.071 (+1.389)

GPT-4o 0.996 3.691 (-0.991)

GPT-3.5-Turbo 0.867 6.764 (+2.082)

Looking at both statistics, we can conclude that Llama-3 had

the best alignment to the original data set in terms of label oc-

currence and example length, closely followed by GPT-4o.
To better imagine the differences between the generated ex-

amples, we handpicked an example from each synthetic data set

related to the label “OSTEOPOROSH”, shown in Table 2.

5.2 The classifier evaluation
Table 3 shows the F1, Precision, Recall, and Accuracy perfor-

mances of the trained classifier on different synthetic data sets.

The best performance was achieved by Mistral with approxi-

mately 0.85 scores in all four metrics, followed by Llama-3, with
approximately 0.88 scores in all metrics. The worst performances

were on data sets generated by the Aya-23 and GPT-3.5-Turbo
models. Surprisingly, the Aya-23 is a language model supporting

Greek; thus, it was expected to generate better examples.

6 Discussion
This section discusses the synthetic data generation performance,

outlines our methodology’s limitations and drawbacks, and pro-

poses potential improvements to the approach.

6.1 LLM performance
Results in Table 1 show significant quality differences among

synthetic datasets from different LLMs, with label occurrence

ranging from 0.740 for Mistral to 0.996 for GPT-4o, and average
example length from 3.691 for GPT-4o to 8.040 for Aya-23.

However, Table 3 indicates no significant performance differ-

ences within a single synthetic dataset, with a maximal standard

deviation of the metrics being 0.021 for the Llama-3 dataset.
We can also notice that the F1 and accuracy scores are very

close for all synthetic data sets. This means the classifier was

likely performing relatively similarly on both classes (synthetic

and original datasets) without significant bias to either class.

We can observe much better performance on the Llama-3
data set, which is primarily trained on English data, than on the

Aya-23 data set, which is also trained on Greek data. This shows

that a model does not need to be extensively trained in Greek

texts to generate this type of synthetic medical data well.

6.2 Limitations
Due to limited computing power, only one GPU with 32GB of

space was available, restricting the testing of larger LLMs. To ad-

dress these challenges, using cloud-based resources or distributed

computing could help run larger models and improve the variety

of synthetic data generated.

Due to privacy concerns, when using GPT-4o and GPT-3.5-Turbo
models, which are not locally-run models, we had to use five fixed

examples when generating synthetic data instead of a larger vari-

ety. This potentially led to larger similarities of the GPT synthetic
datasets to the examples instead of the original dataset and, con-

sequently, worse performance.

6.3 Potential improvements
The prompt was the same for all seven LLMs and was primarily

tested on Llama-3. Hence, the performance might be biased to-

wards the model. The method could be improved by tailoring the

prompts to each model individually.

The evaluation of synthetic datasets could be further extended

by checking for repeating examples in the synthetic dataset or

by checking how different the generated example is from the five

provided examples. The evaluation could also be improved by

checking for overfitting to the original data set.

7 Conclusion and Future Work
This paper presents a method for generating Greek synthetic

medical data sets. To synthetically create datasets similar to the

original, we carefully craft a prompt and perform pre-processing

and post-processing of the data to increase performance and

eliminate the effect of hallucinations.

Using a classifier and considering the inclusion of labels and

generated text length, we conclude that Llama-3 is best for gen-

erating examples that most closely resemble the original dataset.

In the future, we plan to explore the underlying architectures

of the models to understand their performance differences in

multilingual contexts. This will allow us to further refine our

methods and create more accurate data sets.

Furthermore, we intend to use the synthetic dataset to train a

named entity recognition (NER) system to recognize medical la-

bels from medical history examples. Measuring the performance

of the NER trained on synthetic datasets will give us another

way of evaluating their quality. We also intend to create a more

general pipeline enabling the code to generate synthetic medical

data in a wider variety of languages and formats.
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Table 2: Generated examples for label "OSTEOPOROSH".

LLM Examples

original dataset APO 2O ETON YPERTASH ME AGOGI// OSTEOPOROSH // YPOTHYROIDISMOS

Llama-3 YPOTHYROEIDISMOS, OSTEOPOROSH, APO//

Aya-23 CA ORTHOU, ANEYRISMA KOILAKHS AORTHOU, OSTEOPOROSH.

Mistral OSTEOPOROSH, APO 60 ETOS, APO 2 MHNES KAI APO 10 GRAMM

Gemma-2 OSTEOPOROSH, ARTHROSITIS, ETOVIR

Phi-3 OSTEOPOROSH, XAROSTHROMA, ALPHA-BISFIOVITINI, 2018, DIATHRHSH, DIA

gpt-4o OSTEOPOROSH, ANEMIA

gpt-3.5-Turbo OSTEOPOROSH, GASTREKTOMH, EMFISIMA, YDRONERFOSI, PSIXROS.

Table 3: Mean performance metrics of the classifier for synthetic data sets, with standard deviation. Performances that
are closer to 0.5 are considered better. The bold and underlined values represent the best and second-best performances,
respectively.

LLM F1 Precision Recall Accuracy

Llama-3 0.875 ± 0.021 0.881 ± 0.020 0.875 ± 0.020 0.875 ± 0.020

Aya-23 0.945 ± 0.005 0.947 ± 0.004 0.945 ± 0.005 0.945 ± 0.005

Mistral 0.848 ± 0.012 0.856 ± 0.001 0.849 ± 0.011 0.849 ± 0.011
Gemma-2 0.928 ± 0.005 0.930 ± 0.005 0.928 ± 0.005 0.928 ± 0.005

Phi-3 0.927 ± 0.009 0.932 ± 0.008 0.927 ± 0.009 0.927 ± 0.009

GPT-4o 0.906 ± 0.014 0.912 ± 0.012 0.907 ± 0.014 0.907 ± 0.014

GPT-3.5-Turbo 0.940 ± 0.013 0.944 ± 0.011 0.940 ± 0.013 0.940 ± 0.013
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