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Abstract
This paper describes the development of a reported speech clas-

sifier for Slovenian news texts using transfer learning. Due to a

lack of Slovenian training data, multilingual models were trained

on English and German reported speech datasets, reaching an

F-score of 66.8 on a small manually annotated Slovenian news

dataset and a manual error analysis was performed. While the

developed model captures many aspects of reported speech, fur-

ther refinement and annotated data would be needed to reliably

predict less frequent instances, such as indirect speech and nom-

inalizations.
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1 Introduction
Reported speech, ubiquitous in literary and news texts, has clear

lexical and syntactic patterns which may be reliably modeled

via natural language processing (NLP) and may be useful for

downstream tasks by drawing a distinction between source and

background information. The paper applies transfer learning to

extend reported speech classification to Slovenian news texts and

provides a provisional classification model. A manual error anal-

ysis reveals the model’s strengths and weaknesses, highlighting

possible steps for further improvements.

2 Related Work
2.1 Role of Reported Speech
Reported speech is common in news texts, generally expressed as

direct or indirect speech, with the former repeating the original

utterance verbatim and the latter embedding it in a that-clause

[18] (e.g., Jimmy said: “Another systematic review would be great!”
and Jimmy said that another systematic review would be great.).
More complex forms include mixed speech (City officials rebuffed
the accusations as "groundless and blatantly false".) and reportative
nominalizations with an analogous function as reported speech

(The speaker particularly emphasized the pressures on the media)
[7]. Around 50% of sentences in newspaper corpora may be at-

tributed to a source in the text, predominantly through direct

and indirect speech [17]. Verbs cue 96% of reported speech, fol-

lowed by prepositional phrases (3%) [13]. Reported speech lends

objectivity to statements [9], summarizes source statements [16],

and is used in discourse analysis and communication studies
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to explore speaker representation by gender [1], institutional

affiliations [8], and topic stances [15], or to distinguish between

journalists’ and sources’ voices [11].

2.2 Existing Datasets and Modelling
Approaches

Datasets with reported speech annotations mostly cotain liter-

ary or news texts. Key corpora include RiQuA [12], SLäNDa 2.0

[19], Redewiedergabe [3], QUAC [14], PolNeAR [10], Quotebank

[21], and STOP [22]. RiQuA and Redewiedergabe are the largest

annotated corpora, covering English and German 19
th
century

texts. QUAC contains 212 annotated articles from the Portuguese

newspaper Público, while Quotebank spans 162 million news ar-

ticles with automatic annotations. PolNeAR, consisting of 1,028

news articles, includes attribution annotations, which include

and exceed the definition of reported speech. A summary of the

datasets is provided in Table 1.

The corpora differ in annotation complexity and size. They are

mostly monolingual, warranting the used cross-lingual transfer

learning for low-resource languages by employing multilingual

models such asmBERT [6] and XLM-R [4]. Narrowermultilingual

models, such as CroSloEngual BERT, often outperform broader

ones [20]. Reported speech modeling may be operationalized as

speaker or quotation detection tasks [23, 17]. Simplifying the task

to sentence-level classification is warranted by the fact news (un-

like literary texts) rarely mix statements by sources and authors

in the same sentence and can improve classification reliability at

the expense of detailed aspects of reported speech [17] and sim-

plify the annotation structure. Missing fine-grained outputs, such

as speakers and boundaries of reported and reporting clauses,

may thus be an acceptable trade-off for NLP-based content analy-

sis in news texts. A systematic review of such approaches points

to the limits resulting from a low number of features with no

guarantee of reliable (joint) prediction, which preclude drawing

rich conclusions expected from the method’s manual counterpart

[2].

3 Experimental Setting
3.1 Task Overview
We treated reported speech as a sentence-level classification task.

Sentence splitters were applied to existing datasets, and binary

labels were assigned by matching annotated spans with the split

sentences. Reported speech sub-types were unified under a single

label, joining the annotation schemes of individual datasets. A

Slovenian dataset of 10 news texts was manually annotated at

the sentence level. The datasets were split into training, evalu-

ation, and test sets to train multilingual pretrained models. For

CroSloEngual BERT, preprocessing also involved machine trans-

lating the German training data into English. The model outputs

were binary labels indicating reported speech, used to calculate F-

scores on the test data. Amanual error analysis was performed on

https://doi.org/10.70314/is.2024.sikdd.21
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Table 1: Summary of Datasets’ Characteristics.

Corpus Type Annotations Language Sentence No. Role Positive Class

RiQua fiction direct and in-

direct speech,

cues, speakers,

addressees

English 38,610 72% train, 18%

development, 10%

test

48%

Redewiedergabe fiction,

news

direct, indirect,

free indirect and

reported speech,

speaker, cues

German 24,033 76% train, 16%

development, 9%

test

33%

Quotebank (man-

ual)

news speaker, direct

speech

English 9,071 test 30%

QUAC news speaker, direct

speech

Portuguese 11,007 test 11%

PolNeAR news speaker, cues, at-

tributions

English 34,153 test 59%

Slovenian parlia-

mentary news

news sentence-level bi-

nary labels

Slovenian 744 test 43%

Figure 1: Flowchart of Data Preprocessing, Model Training and Evaluation Processes for Sentence-Level Reported Speech
Classification.

the best model’s outputs for Slovenian. Preprocessing, training,

and evaluation steps are visualized in 1.

3.2 Training and Test Data
Our experiments were based on existing annotated reported

speech datasets and a small Slovenian dataset. The training data

included sections from RiQuA and Redewiedergabe, both large

datasets with labels for direct and indirect speech. For CroSlo-

Engual BERT training, the Redewiedergabe data was machine

translated into English. Testing was conducted on the test sec-

tions of RiQuA, Redewiedergabe, the entire Portuguese corpus

QUAC, and the manually annotated portion of the English Quote-

bank corpus. Additionally, we manually annotated 10 Slovenian

news articles from RTV Slovenia. The datasets are summarized

in Table 1.

The Slovenian dataset comprised 10 parliamentary news texts,

covering various reporting strategies. Retrieved articles were

split into sentences and annotated. Sentences were considered

reported speech if they included direct or indirect speech cued by

a reporting clause or prepositional phrase. We excluded nominal-

izations and phrasal quotes (e.g., They emphasized the pressures

on the media and the "illegal non-funding of the Press Agency.")
as well as implied quotes (e.g., There will be more than 300,000
recipients, he emphasized. 169 million euros will have to be paid
out.).

3.3 Evaluation Procedure
The models’ performance on the test datasets was calculated with

an F-score. A baseline of assigning a positive label to all examples

was calculated for all test datasets. The models’ results on the

test datasets were compared with a Friedman’s test as suggested

in the literature [5].

The best Slovenian model’s predictions were reviewed with

close reading. The error typology consisted of direct speech, in-

direct speech, speech fragments, annotation errors, annotation

errors and unrelated and other tags. Direct speech fragments were
sentences part of multi-sentence direct speech quotations. Anno-
tation errors were examples with annotations inconsistent with

the definition described in Section 3.2. For unrelated examples,

close reading revealed no clear misclassification cause. Other was
used for examples that did not fit any of the mentioned categories.
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3.4 Training Settings
XLM-R and mBERT were used as base models with the default

training settings from the transformers library with the excep-

tion of using 16 gradient accumulation steps and freezing the

bottom 8 layers of all models. The latter reduces the training

time without significant performance drops (Kovaleva idr., 2019;

Merchant idr., 2020). Additionally, a Slovenian-Croatian-English

BERT model was trained on English machine-translated data

from Redewiedergabe.

4 Results
4.1 Model Results
The model performance varies based on the congruence between

the language and precise task definitions in each dataset. The

differences between model predictions were not statistically sig-

nificant (𝜒2
𝐹
= 9.66; df = 5; n = 8; p = 0.14) so post-hoc tests were not

performed. As Table 2 demonstrates, the XLM-R model trained

on both RiQuA and Redewiedergabe performed well across the

datasets with an F-score of 80.5 and 77.6 on the Redewiedergabe

and RiQuA test set, respectively. The high results from train-

ing on combined data suggests the RiQuA and Redewiedergabe

datasets may benefit from additional or complementary data,

at least when using cross-lingual transfer learning. The most

successful strategy for Slovenian data was training on RiQuA

and English machine-translated Redewiedergabe data using the

CroSloEngual BERT model, reaching a F-score of 66.8. We did

not evaluate the impact of using translated training data with

mBERT and XLM-R.

Figure 2: False Positives from the CroSloEngual BERT Clas-
sifier.

4.2 Error Analysis Results
The results from CroSloEngual BERT on Slovenian data were

analyzed further. False positives were more common than false

negatives, representing 23.4% and 9.8% of all examples (n = 744),

respectively. Close reading of a sample of 100 false positives

did not show a definite pattern for most (72.9%) of them. These

examples were clearly unrelated to reported speech, although

some did include words lexically related to reporting verbs (e.g.

The proposed law is still under discussion). The second category

of false positives were nominalizations of reported statements

(13.1%) not included in our annotation schema. The final source

of false positives were annotation errors consisting of wrongly

Figure 3: False Negatives from the CroSloEngual BERT
Classifier.

unmarked examples of direct or indirect speech (9.1%). The dis-

tribution of categories identified in the sample of false positives

are illustrated in Figure 2. The most common errors in the 73

false negative examples were instances of indirect speech (34.2%

of false negatives) and prepositional queing of reported speech

(27.4%). The remainder were instances of direct speech, direct

speech fragments and annotation errors representing 11%, 8.2%

and 9.6% of the false negatives, respectively. The annotation

errors included nominalizations and statements reported as ad-

jective complements (The speaker was happy that the provisions
were accepted) not included in our annotation schema. Figure 3

summarizes the identified false negative categories .

5 Discussion
This paper presents the development of a reported speech classi-

fier, tested through a small annotated Slovenian dataset and man-

ual error analysis. Cross-lingual transfer learning from the anno-

tated RiQuA and Redewiedergabe datasets achieved an F-score

of 66.8 on a small manually annotated dataset of Slovenian news

of parliamentary sessions using the base CroSloEngual model

with RiQuA and English machine-translated Redewiedergabe

training data
1
. This these results corroborate the observation

that language models trained on a limited number of languages

may outperform less specialized ones such as mBERT and XLM-R

[20]. The major source of errors were false positives (23.4% of all

sentences) for which no systematic pattern was discernible in the

majority (72.9%) of examples. Instances of indirect speech and

prepositional queing of statements were overrepresented in the

false negatives, accounting for 61.6% of false negatives. Although

rare, nominalizations were present in both false positives and

false negatives and should be considered in future annotation

guidelines. These obeservations indicate reported speech clas-

sifiers may benefit form approaches for addressing imbalanced

classes.

6 Conclusion
This study developed a sentence-level reported speech classifier

for Slovenian news texts using cross-lingual transfer learning.

By leveraging existing multilingual models (mBERT, XLM-R, and

CroSloEngual BERT) with the English and German datasets Ri-

QuA and Redewiedergabe, we demonstrated that sentence-level

1
The fine-tuned CSE model is available on the Hugging Face Hub under the name

zo-fi/rep-sp-CSE-rwg-riq.
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Table 2: Model Performances across Datasets (F-scores).

Redewiedergabe RiQuA PolNeAR QUAC Quotebank Slovenian dataset

Positive by default 52.1 60.6 74.2 19.5 45.8 60.3

mBERT+Both 77.5 77.4 73.1 40.5 53.5 63.2

mBERT+RiQuA 68.2 76.9 72.6 31.1 52.6 39.1

mBERT+RWG 78.4 70.4 65.5 43.4 49.1 63.2

XLM-R+Both 80.5 77.6 70 38.8 57.7 63.2

XLM-R+RiQuA 66.6 76.7 73.6 25.5 53.7 60.3

XLM-R+RWG 80.9 70.7 66.4 43.9 50 63.2

CroSloEngBERT+Both+MT 54 76.6 73 24 52.5 66.8

classification can detect some aspects of reported speech in Slove-

nian. However, the performance estimates are limited due to the

small size of the Slovenian testing set and the limited definition

used for the annotations. Future research should focus on de-

veloping a Slovenian annotated dataset, refining the annotation

schema for multiple use cases, and exploring additional modeling

features such as encoding broader sentence contexts. This work

contributes a provisional tool for computational discourse analy-

sis of Slovenian media texts. Further development is necessary

for its application in more nuanced tasks.
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