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Abstract

The escalating workload demands on healthcare professionals
are leading to systemic overload, resulting in a decline in the
efficiency of public health services. This situation necessitates
the development of solutions that can alleviate the burden on
physicians while ensuring comprehensive patient care. Recent
advancements in generative artificial intelligence, particularly
in the field of medicine, have demonstrated that large language
models (LLMs) can outperform doctors in specific tasks, high-
lighting their potential as valuable tools for reducing the strain
on healthcare providers. This study focuses on the development
of the HomeDOCtor application, which integrates additional val-
idated medical knowledge into the GPT-40 LLM. The objective of
this application and the enhanced LLM is to offer users reliable
access to a medical chatbot capable of providing accurate and
timely responses to health-related inquiries. The chatbot’s be-
havior has been meticulously tested and refined in collaboration
with a team of physicians. The findings of this research offer
insights into the development of such systems and explore their
potential application within the Slovenian healthcare system.
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1 Introduction

There are worldwide growing problems in the health sector due
to an ageing population and a shortage of health experts [13, 17].
The field of Natural Language Processing (NLP) has recently seen
an increase in the number of LLMs being customised for different
domains [2]. Increasingly, we are also seeing their integration
into the field of medicine, which is one of the core domains of
today’s society [14, 22, 11, 20]. Currently, OpenAI's GPT-4o is
considered to be the most powerful LLM, which also performs
best in the area of health questionnaires and other related tasks
[16, 12, 1, 5].

Because of their advanced ability to understand natural lan-
guage text, there are many potential applications [8, 3]. Patients
can talk to the GPT, describe their symptoms in detail, include
documents to past treatments and then get a friendly response
in seconds. This is particularly useful when the patient is unable
to access their personal doctor or simply wants to get feedback
before taking further action. LLMs are trained on a huge amount
of data, but there is the possibility of hallucination, especially
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in less researched areas and specific issues [19]. As a result, it
makes sense to think about augmenting the existing LLM with
verifiable resources that can help to improve it. One of the most
important issues regarding the use of LLMs relates to the aspect
of secure use of health data. When using commercial LLMs, the
data is passed to them and the user should be informed with
appropriate disclaimers about the use and processing of the data
they have entered. In an ideal situation, we would use our own
LLM, running on a local server, and have full control over the im-
plementation, but this raises different issues. Creating your own
LLM is a time-consuming and costly process, so our research
focused on extending the best LLM currently on the market,
GPT-4o.

In our case, we focused on the Slovenian healthcare sector and
the adaptation of the LLM to the needs of the average user. The
aim was to develop an application (HomeDOCtor) that would
allow all Slovenian citizens to get medical help 24/7 without
the need to contact a personal doctor. As a result, performance
testing is crucial, as even the smallest errors can lead to serious
consequences [8].

The core research hypothesis posits that the system, enhanced
with additional modules integrated into a GPT, will provide more
effective medical advice to the general Slovenian population
compared to existing GPTs.

In section 2 we present all the datasets used to extend the LLM.
Section 3 systematically describes the approach and technologies
used to develop the software solution. Section 4 shows the results
of the developed solution and an example of a user conversation
with the improved LLM. Section 5 describes how performance
was tested and how doctors helped to guide LLM to get the
desired outcome. Section 6 presents concluding thoughts and
possible improvements.

2 Datasets

To improve the knowledge of the existing ChatGPT-4o, data from
verified sources was obtained. The addition of new data allows
the GPT to answer questions using its existing knowledge, as well
as to address a broader range of questions that require specialized
knowledge. In this case, it is about integrating information on
Slovenian healthcare [4].

2.1 Insieme Platform

The Insieme platform is the core building block of the dataset used
[9]. The platform integrates hand-crafted expert-based knowl-
edge that is accessible to users on all devices and contains basic
information on Slovenian healthcare.

The information is organised hierarchically by medical spe-
cialty. By clicking (or visiting) on one of the branches, the user is
redirected to a sub-page that provides an overview of the diseases
and other services that belong to the selected field of medicine.
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Each of the diseases is accompanied by a set of key data that
allows the user to get everything they need in one place. This
includes:

e basic information about the diagnosis,

o professional help (list of clinics in Slovenia),

e apps (where the user can upload their pictures, ask for
opinion, etc.),

e associations in Slovenia,

e articles,

o forums,

e video content, and

e image content.

Figure 1 shows an example of one of the pages illustrating the
display of the information for skin cancer.

All data have been compiled in collaboration with doctors
and are therefore suitable for use as a primary source for the
extension of the LLM. The aim is to enable users of the platform
to quickly obtain information on Slovenian healthcare that they
can understand.

2.2 Other resources

The Med.Over.Net Health Forum was used as one of the two re-
maining data sources. The forum is divided into different branches
of medicine where users can create new conversations and ask
questions within them. Each of the sub-forums has an assigned
moderator (a doctor) who carefully reviews and answers the
questions. All other forum users can also join the conversation.
All data from the online forum was extracted using web scraping,
whereby all extracted data was stored in a single PDF file.

The second source is the Home Doctor Encyclopaedia (The
Home Doctor - Practical Medicine for Every Household), which
is in the field of practical home medicine. It contains useful tips
on how people can help themselves by applying helpful advice
without the need to visit a doctor.

In the future, consideration will be given to adding new re-
sources, in particular a better medical book suitable for Slovenian
healthcare. For now, we have focused on the three data sources
mentioned above.

Skin Cancer

Figure 1: Image of the skin cancer disease subpage on the
Insieme web platform.

3 Methodology

This section presents the design of a system that extends the
LLM GPT-4 with acquired knowledge resources and outlines the
architecture of the developed application.
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3.1 Fine-tuning

One solution is fine-tuning, which allows a pre-trained LLM to
add external data sources to a LLM that already has its own
existing knowledge [10]. The idea is that instead of creating an
LLM from scratch, an existing LLM is used and further adapted
to the user’s operational needs. Fine-tuning typically works on
the principle of supervised learning, where the LLM needs to
be given examples of the input and the expected output. With
additional learning, the LLM is able to use the new data. This
directly influences the change of parameters (weights) in the
model and its performance. The problem arises in that, due to
the large amount of parameters in modern LLMs, the whole
learning process may be impractical due to the cost of training
an outsourced LLM. Additionally, any incorporated data is static,
meaning that the learning process must be repeated whenever
adding new data. As a result, fine-tuning is not the best solution
in cases where we know that the data will change, and we will
be constantly adding new data.

3.2 Storing data

The data obtained by web scraping was stored in a vector data-
base, which allows efficient management of the vector data [21].

The raw data obtained (e.g. PDF and Markdown files) are un-
suitable for direct use with LLMs as they cannot be directly man-
aged by the LLM. While documents can be added as attachments
in the web interfaces of platforms such as ChatGPT (OpenATI’s
web LLM access), this is only useful in the context of a single
conversation. In our case, we would like the LLM to have perma-
nent access to information sources without the need for manual
addition of documents by the user.

3.2.1 Vector embeddings. Each of the documents is converted
into vector embeddings, which allow the text to be presented in
a numerical notation that can be understood by a computer [6].
From this notation, the computer can understand the meaning
of the text and determine the meaning between the words in
the input. This is useful in many NLP tasks, e.g. search engines,
sentiment analysis, recommendation systems and so on. We use
vector embeddings to be able to extract information relevant to
the corresponding question based on user input.

Modern LLMs have a limitation in the form of a context win-
dow, which determines how much text they can process within a
single user input. Because of this limitation, we need to be care-
ful what additional information is sent to the LLM, as we could
quickly exceed the context window by sending all data sources.
E.g. if the user’s question is about skin cancer, we only want to
get information about that specific disease. As a consequence, we
have divided the text into chunks, where each chunk contains
data for only one of the diseases. Similar care has been taken with
the encyclopaedia and the Med.Over.Net online forum. Meaning-
ful paragraphs have been grouped together to form one chunk
of text. Thus, only the key chunk that is most likely to contain
the answer to the question asked will be provided to the LLM.

For each of the chunks, a vector embedding has to be created
using an appropriate model (e.g. text-embedding-ada-002 from
OpenAl). The vector databases (e.g. Redis) have to be used to
store the resulting vector embeddings properly.

3.2.2  Vector databases. The vector database allows the storage
of unstructured data and fast retrieval due to efficient indexing
of the data. In our case, we use them to store individual chunks
and their associated vector embeddings [7].
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Over all stored chunks, vector search is enabled, which means
that the chunks whose vector embeddings most closely match the
query vector are returned. The query vector represents the user
input, which is converted into vector format. Cosine similarity,
Euclidean distance, inner product and other metrics can be used
to measure similarity between vectors.

The configuration used to retrieve the chunks can be modified:
e.g. specifying the required similarity threshold and the number
of chunks retrieved.

3.3 RAG

An alternative solution is Retrieval-Augmented Generation (RAG),
where the LLM calls an external database containing all our data
when the user provides a question [15]. Relevant data is retrieved
from there and passed directly to the LLM, which uses this data in
the generation of the answer. In this case, the basic architecture
of the LLM used remains completely unchanged, as it accesses
a separate building block to retrieve the data. It is a cheaper so-
lution that allows dynamic data extraction. Data can be deleted,
modified and newly added to the database at any time.

The Retriever is responsible for retrieving relevant pieces of
text from the vector database. The user question is converted
into vector embedding, and then the most similar chunks are
retrieved to help guide the LLM to the correct answer. A merged
query is then created containing the original user question, the
extracted chunks of text and any other system instructions given.
In the final step, the LLM generation produces an answer based
on the query, which is passed to the user.

Compared to fine-tuning, RAG allows the system to change
continuously (adding new knowledge sources), makes the oper-
ation more understandable (we can check which pieces of text
have been passed to the LLM) and reduces the possibility of hal-
lucination (verified pieces of text from the selected domain are
added). The style of writing the answers cannot be changed di-
rectly, as the parameters of the original model remain completely
unchanged, but we can help by writing system instructions. Sys-
tem instructions further guide the operation of the chatbot and
play a very important role in achieving a user-friendly behaviour
of the system.

All of these features make RAG a suitable choice for enriching
the work of an existing LLM with validated information in the
chosen field.

The schematic design of the RAG system can be seen in the
figure 2 below.

1) Question 4) Query + chunks

HomeDOCtor
6) Answer 5) Answer

GPT-40
2) Retrieval
query

e redis

3) Retrieved chunks

Figure 2: Demonstration of how the RAG system works.
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3.4 Application architecture and used
technologies

A brief overview of the technologies used to develop the software
solution is presented below.

3.4.1 Flutter. The Flutter framework was used to develop the
front-end part of the system. The reason for using it is that it
allows us to develop applications that work on all platforms by
writing unified code in the Dart programming language. It then
gets compiled into code for the dedicated platform. This way, the
application works on web browsers as well as in the form of a
mobile application. Otherwise, we would have to use multiple
programming languages to ensure support on multiple devices,
which would slow down development.

34.2 Redis. The Redis database was used to store all additional
knowledge resources. It is a NoSQL database that stores data in
key-value format and also works as a vector database. The data
is stored in memory, which helps significantly with data retrieval
and overall application responsiveness.

3.4.3 LangChain. The LangChain framework offers a number of
functionalities that facilitate the development of applications that
involve working with LLMs [18]. It allows us to easily connect
to a vector database, retrieve documents, call arbitrary LLMs,
modify system instructions and so on.

3.4.4 FastAPI. The FastAPI framework allows the creation of
RESTful APIs that can be accessed by the HomeDOCtor applica-
tion. It uses Uvicorn for the server implementation and allows
processing of requests received from users. These requests are
related to the processing of the received questions and the execu-
tion of all the necessary tasks to obtain the appropriate response
from the LLM.

3.4.5 Docker. The entire application was packaged in a Docker
container to facilitate development and deployment to the server.
All the necessary configuration is included in the container,
which runs on the system without the need to install the rest of
the programming libraries and tools.

3.4.6 Firebase. The Firebase platform offers a number of useful
functionalities such as user authentication, application usage
analytics, cloud storage and a real-time database (NoSQL cloud
database, which in our case is used to store the necessary user
data).

4 Results

The HomeDOCtor app allows users to access a chatbot that is
constantly available to answer their questions. Users can access
the app on their browsers or via a mobile app. The user inter-
face allows users to view the history of the conversation, ask
questions, include their own documents as an attachment (e.g.
PDF documents of previous exams), get a PDF summary of the
conversation and additional information in three side windows.
By clicking on the "End session" button at the bottom of the
screen, all data is deleted, and the user is redirected to the main
page where they can start a new conversation with the chatbot.

Initially, HomeDOCtor determines what kind of conversa-
tion is being had. In the case of a simple chat, no additional
information is displayed. However, if the system detects that the
conversation is about the user’s health, additional information
is displayed in three side windows. This additional information
is dynamically updated according to the progress of the user’s
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conversation with the chatbot. The first window gives a list of
possible medical conditions, the second window gives advice
on how the user could help himself, and the third window tells
whether a visit to the doctor would be necessary. This way, the
user can receive a comprehensive overview of the conversation
so far and get an opinion that adapts to the course of the conver-
sation.

Figure 3 below shows the user interface of the HomeDOCtor
application. We can see the user’s conversation with the chatbot
in Slovenian and the display of additional information in the three
side windows along the right edge. When answering questions,
GPT-4o0 uses its existing knowledge, incorporating as often as
possible additional sources of knowledge (especially from the
Insieme platform).

Using the app, users get instant help from a chatbot. The
chatbot first tries to collect sufficient data before proceeding to
further advice. In the course of the treatment, the user is advised
on different forms of help (websites, questionnaires, forums, apps,
visits to pharmacies, etc.). A visit to the doctor is only advised in
urgent cases, when HomeDOCtor considers that the situation is
too complicated or further medical treatment is needed.

Danes me je pricela boletl glava.

Figure 3: An example of a user talking to the HomeDOCtor
chatbot. Additional information is visible on the side.

An example of a conversation from a user who consulted
the developed chatbot is shown below. We can see the user’s
questions and all the corresponding answers.

e User: I have a slight headache and a bit of a sore throat
today.

e HomeDOCtor: Iunderstand. Let’s gather some more infor-
mation to better assist you.

1. How long have you been experiencing these symptoms?
2. Do you have any other symptoms, such as fever, cough,
or body aches?

o User: I've been feeling this way for about two days now.
It started with just a mild sore throat, and the headache
came yesterday.

e HomeDOCtor: Thanks for the information.

1. How severe are your headache and sore throat on a scale
from 1 to 10?

2. Have you noticed any other symptoms, like nasal con-
gestion, fatigue, or body aches?

e User:I'd say my headache is about a 4 out of 10. It’s more
of a dull ache, not too intense, but definitely noticeable.
The sore throat is a bit worse, probably a 6 out of 10.

e HomeDOCtor: Thank you for the details.

1. Have you taken any over-the-counter medications or
home remedies for relief? If so, have they helped?
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2.Is there anything that seems to make your symptoms

better or worse, such as certain foods, drinks, or activities?

User: 1 tried drinking some warm tea with honey, which

soothed my throat for a while. My headache seems to get

a bit worse when I'm looking at screens for too long.

HomeDOCtor: Thank you for the additional information.

It sounds like you might be experiencing symptoms of a

common cold or another mild infection. Here are a few

recommendations:

1. Rest and Hydration: Ensure you get plenty of rest and

stay well-hydrated.

2. Warm Teas: Continue drinking warm teas with honey

to soothe your throat.

3. Limit Screen Time: Try to reduce your screen time to

help with your headache.

4. Steam Inhalation: Consider steam inhalation to relieve

any nasal congestion you might have.

For additional relief, you can visit a pharmacy for over-the-

counter options. You can find more information about med-

ications at https://mediately.co/si and http://www.cbz.si.

If your symptoms worsen or persist for more than a week,

it’s advisable to consult a healthcare professional.

User: Thank you for the advice. Where could I get more

information?

e HomeDOCtor: You're welcome! For more information on
common conditions and treatments, you can check these
resources:

1. Med.Over.net: https://med.over.net

2. Ars Pharme - Zdravstveni nasveti:
https://www.arspharmae.com

3. Triglav Zdravstveni Nasveti: http://www.triglavzdravje.si
If you need more personalized advice, consider visiting a
pharmacist or consulting with a healthcare professional.

5 Evaluation

The full operation of the HomeDOCtor app and chatbot was
carried out by the authors and medical experts. After consulting
with doctors and identifying the key performance points, iterative
and collaborative development followed, gradually introducing
changes and improving the performance of the chatbot.
Doctors have contributed significantly to improving the app
through rigorous testing, ensuring that the user can get the best
possible results to their questions. We have been careful to ad-
dress situations where a doctor’s visit is not necessary. In many
cases, non-urgent situations only add to the workload of doctors.
In our system, we have tried to avoid this as much as possible
by trying to refer the user to other resources that would be good
and useful enough for them, and only as a last resort recommend-
ing a visit to the doctor. Of course, a visit to the doctor should
not always be avoided, so it is crucial that the system is able to
correctly identify scenarios where this is really necessary. These
are mainly cases where additional diagnostics are needed, which
are difficult for the LLM to perform on its own. Doctors have
been particularly helpful in the project by further adapting the
system instructions, which detail how to deal with all scenarios.
We compared HomeDOCtor with other large language mod-
els on the market, but focused the most on comparing it with
the regular GPT-40 model, which our system uses for its basic
operation. The main differences are in the flow of the conversa-
tion, as HomeDOCtor is customised by the system instructions
to follow specific scenarios and ask questions that are key for
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providing further advice. Thus, by simulating a conversation of
a user who starts the conversation by listing symptoms, a com-
parison between the two systems can be made. According to
the clinicians’ evaluations, HomeDOCtor appeared to be better
at asking sub-questions and guiding the user through the treat-
ment. A further important difference can be seen in the display
of videos and images, as HomeDOCtor can display them right
within the app, whereas GPT-4o creates fictional images or often
provides links to non-existent videos. HomeDOCtor also often
gives practical advice on how users can help themselves at home
and carefully evaluates when it is really necessary to redirect the
user to professional help.

Testing of the system has demonstrated the added value of the
included knowledge sources, though formal validation tests are
still pending. Nevertheless, the scientific hypothesis that superior
performance can be achieved compared to the original GPT is
increasingly supported by the evidence. Through iterative testing
by all participants, the system has now reached a level of maturity
suitable for deployment in a production environment. Test users
will be able to provide feedback and suggest corrections via a
form, which will further refine the chatbot to better meet the
needs and preferences of the average user in Slovenia. This will
display the data sources used to the test users, who will be able to
indicate whether they believe that the relevant documents have
been extracted from the vector database.

6 Conclusion

In this study, we have shown how verified information can be
incorporated into one of the existing LLMs. It was an extension
of GPT-40, which currently achieves the best results, and has
been further adapted to the needs of Slovenian public health in
the context of the development of the HomeDOCtor application.

Comprehensive testing has been carried out with a team of
doctors, which has helped to ensure that users are provided with
relevant and understandable information. HomeDOCtor initially
gathers information by asking questions, and only then advises
on further action. External resources and self-help methods are
prioritised, as the intention is that referral to a doctor should
only be made in urgent situations.

Possible improvements are in the use of one of the open source
LLMs, which would negate the need for external access to Ope-
nAI’'s LLMs. Currently, in order to run the HomeDOCtor appli-
cation, an API call is sent for each question asked, for which
a fee is paid to OpenAl. This is also problematic from a data
protection point of view as it involves working with confidential
user data which should not be passed on (altough you are default
opt-out for OpenAl API). Currently, this is taken care of with
disclaimers and warnings that the user has to agree to before
using the application. At the same time, the use of open source
models would bring additional problems, as the appropriate in-
frastructure would have to be established. Open source models
also typically perform worse than e.g. GPT-40. As a result, we
have chosen to use GPT-40, as we cannot afford worse outcomes
due to the criticality of the medical domain.

HomeDOCtor could also be adapted to meet the healthcare
needs of countries abroad, but this would require ensuring that
the relevant data is obtained in accordance with their national
guidelines and security laws. The behaviour of the chatbot could
remain largely the same, as GPT-4o can by itself convert between
many languages. The key component would thus be to obtain
all the necessary country-specific information that we want to
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make available to users (information on clinics, apps, articles,
video content in that language).

In the future, work will be carried out on improving the chat-
bot, taking into account the opinions of external users, who in
this case are also our target group. This research has shown that
generative artificial intelligence has a great potential application
in the field of medicine and could make a significant contribution
to relieving the burden on the healthcare system.
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