
Use and Limitations of ChatGPT in Mental Health 
Disorders

Jovana Petrović† 
Clinic of Psychiatry 

University Clinical center 

Nis, Serbia 

zdravkovicj91@gmail.com 

Iva Binić 
Clinic of Psychiatry 

University Clinical center 

Nis, Serbia 

ivabinic@gmail.com 

Maša Vacev 
Clinic of Psychiatry 

University Clinical center 

Nis, Serbia 

vacevmasa@gmail.com 

Stevo Lukić† 
Clinic of Neurology, 

University Clinical centre 

Niš, Serbia  

slukic@medfak.ni.ac.rs

 

Abstract / Povzetek 

ChatGPT is one of the most advanced and rapidly evolving 

large language model-based chatbots. It excels in everything 

from handling simple questions to performing complex medical 

examinations. While current technology cannot replace the 

expertise and judgment of skilled psychiatrists, it can assist in 

early detection of mental problems, patient evaluations, 

differential diagnoses, psychotherapy and in planning and 

conducting medical research. Ensuring privacy and adhering to 

professional, ethical, and legal standards is crucial when 

processing training data. This is especially important in mental 

health settings, where disclosing sensitive personal information 

increases the risk of data misuse and the potential for harmful 

advice. Current uses of ChatGPT in mental health care are 

constrained by its design as a general chatbot, rather than a 

specialized psychiatric tool. Despite this, the model proves 

useful for handling routine psychiatric and administrative tasks. 

As GPT technology evolves, it holds significant promise for 

psychiatry, including integration into diagnostics, 

psychotherapy, and early detection of mental health issues. To 

deploy these advancements responsibly and effectively, it is 

crucial to develop and refine professional ethical standards and 

practice guidelines. 
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Introduction 

ChatGPT has emerged as one of the most advanced and rapidly 

evolving large language model-based chatbot systems. Its 

extensive capabilities, ranging from responding to basic 

inquiries to performing well in complex medical examinations, 

have garnered significant attention from the global scientific 

and research communities, prompting ongoing discourse 

regarding its potential applications across diverse domain [1]  

 

The discourse surrounding the potential applications of 

ChatGPT in mental health disorders remains relatively 

underexplored. This work seeks to offer a quick overview of the 

current state of ChatGPT implementations within the mental 

health domain, while also projecting future advancements in 

digital mental health care through the integration and 

development of ChatGPT technology. 

 

Current use of ChatGPT for mental health 

disorders 
In managing mental health disorders, human contact is 

especially crucial compared to other medical fields, as it is 

accompanied by understanding and empathy. This is why, in 

the most vital aspects of psychiatric work, human relationships 

remain central [2]. While ChatGPT's practical applications in 

the field of mental health are limited because it specializes in 

language generation, it can still support certain routine tasks 

within the field. Although evaluations, diagnoses, 

psychotherapy, and patient assessments are mainly conducted 

by human therapists, ongoing trials are exploring how ChatGPT 

might be utilized in mental health services. Several platforms, 

like ChatBeacon, or Koko, are already available on the market, 

claiming to offer mental health assistance powered by ChatGPT 

[3,4]. For instance, Koko is a peer-support platform that 

provides crowdsourced cognitive therapy. It's experimenting 

with using GPT-3 to generate bot-written responses to users 

while they wait for peer responses. Koko is an online mental 

health intervention that has reached nearly two million people, 

mostly adolescents. The platform started as a clinical trial at 

MIT and is based on the concept of crowdsourced cognitive 

therapy. Users are taught to help each other think more 

hopefully about the world. Unlike traditional peer support 

platforms, all interactions on our service are supported and 

augmented by AI. 

 

Applied to the classification of psychiatric disorders. 

Recent advancements in deep learning, the foundational 

algorithm of GPT, have significantly impacted the field of 

mental health disorders. This technology has been applied to 

classify psychiatric disorders using neuroimaging data [5], 

develop models based on electroencephalograms [6], and utilize 

a range of patient characteristics for diagnosing and predicting 

mental disorders [7]. These deep learning models have shown 

good diagnostic accuracy (AUC 0.74- 0.81) suggesting the 

possibility of combining genetics and registry data to predict 

both mental disorder diagnosis and disorder progression in a 

clinically relevant, cross-diagnostic setting prior to clinical 
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assessment. The main limitation of this model is that it is 

restricted to learning from historical data and should be 

continuously assessed and evaluated by trained clinicians and 

never stand alone in the decision-making 

 

Utilized to alleviate the burdens associated with clinical 

documentation, communication, and research tasks.  

Also, new technologies can assist clinicians by allowing them 

to focus more on direct patient care and alleviate the high 

clinical workload and bureaucratic tasks- such as handling 

admissions and managing paperwork- that have been linked to 

burnout in earlier research [8]. ChatGPT can assist in 

processing clinical case transcripts, generating summaries, 

completing medical record documentation, and efficiently 

preparing discharge summaries. It can also help facilitate 

communication between clinicians of different specialties when 

consultations are needed, aiding in an integrative approach [9]. 

While current technology cannot replace the expertise and 

judgment of skilled psychiatrists, it can assist in generating 

differential diagnoses based on relevant signs and symptoms. 

ChatGPT is recognized for its substantial potential to assist 

experts with clinical and laboratory diagnoses, as well as in 

planning and conducting medical research [10]. 

 

Applied in psychotherapy to enhance therapeutic processes  

Chatbots can be also beneficial in psychotherapy. The 

therapist's emotions and the emotional alignment between 

therapist and client are crucial factors influencing the process 

and outcomes of therapy [11]. A study conducted during the 

COVID-19 pandemic showed that technology can offer an 

effective method, providing at least a first level counseling 

support structure [12]. This implies that GPT models may 

potentially develop cognitive empathy over time, making it 

possible for ChatGPT to achieve a notable level of accuracy in 

identifying users’ emotions [13], nevertheless it is important to 

make systematic testing to ensure a non-superficial comparison 

between human and artificial intelligences [14]. Namely, 

ChatGPT currently lacks the capability to accurately assess 

personality traits, a task that demands extensive training and 

expertise from psychiatrists. AI researchers are diligently 

pursuing technical advancements to improve the precision of 

personality detection [15]. 

A study designed to assess the accuracy and appropriateness of 

psychodynamic formulations generated by ChatGPT found that 

the model produced suitable results even without additional 

psychoanalytic information. It also demonstrated a strong 

ability to generate psychodynamic formulations consistent with 

various psychoanalytic theories when given appropriate 

instructions. [16]. 

The research underscores that ChatGPT is not intended to 

substitute psychiatrists or psychologists but rather to function as 

an initial resource and a first line of support for those dealing 

with mental distress. When used wisely and within appropriate 

limits, ChatGPT can be an effective tool in supporting mental 

health services. [17]. However, it is essential to process training 

data in a manner that ensures privacy protection and adheres to 

all professional, ethical, and legal standards. Given that 

individuals may be at increased risk of data misuse when 

disclosing sensitive personal and family information during 

mental health treatment [18]. 

 

Employed for the prevention and early detection of mental 

health issues 

The role of AI in the prevention and early detection of mental 

problems can also be very significant. Patients frequently turn 

to ChatGPT to seek information about their symptoms, possible 

diagnoses, and treatment options. ChatGPT performs better 

than Google Search in delivering general medical knowledge 

but scores lower when it comes to providing medical 

recommendations [19]. A recent study highlighted early success 

for an AI model that can detect cognitive distortions in text 

messages with accuracy comparable to that of clinically trained 

human raters [20]. GPT’s ability to recognize mental health 

warning signs in routine conversations or text-based 

telemedicine interactions has the potential to improve early and 

effective intervention strategies when necessary. 

 

Risks and limitations ChatGPT use for mental 

health disorders 

Despite its strengths and potential, the use of AI technologies in 

psychiatric clinical practice carries several risks. A significant 

concern is the phenomenon of “artificial hallucinations” where 

the conversational model may confidently produce text that is 

factually incorrect, nonsensical, or misleading [18]. 

Recent systematic review that included 118 articles 

identified some limitations regarding the potential of ChatGPT 

in patient care and medical research, noted that the solutions 

provided by ChatGPT are often insufficient and contradictory, 

raising concerns about their originality, privacy, accuracy, and 

legality [10]. It is well established that ChatGPT may generate 

inaccurate facts and references when summarizing previous 

research, and the quality of its responses often hinges on how 

the questions are phrased [21]. 

Even with the advanced GPT-4 model, there is still a risk of 

providing harmful advice. The absence of clinical reasoning 

and experience in ChatGPT can lead to the omission of 

important clinical details in patient summaries and medical 

records. Thus, the most prudent approach is to employ AI 

systems as supplementary tools for mental health professionals, 

ensuring they are used under close supervision to uphold the 

safety and quality of patient care. [22] 

 

Conclusion 
The recent introduction of GPT-4 has significantly enhanced 

the capabilities of the GPT system. Current implementations of 

ChatGPT within mental health care are limited by its inherent 

design as a chatbot, rather than as a specialized AI tool 

specifically tailored for psychiatric use. Nonetheless, this 

sophisticated language model demonstrates significant utility in 

addressing various routine psychiatric and administrative 

functions. 

As this technology evolves and advances, we anticipate 

substantial potential for future applications of GPT technology 

in psychiatry, including its integration into diagnostic 

processes, the provision of psychotherapy within clinical 

environments, and the rapid identification of early warning 

signs for mental health disorders. Crucially, the development 

and refinement of professional ethical standards and practice 

guidelines are imperative for the responsible and effective 
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deployment of these transformative GPT technologies in the 

mental health sector. 
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