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ABSTRACT
Food Frequency Questionnaires (FFQs) are probably the most

commonly used dietary assessment tools. In the WellCo project,

we developed the Extended Short Form Food Frequency Ques-

tionnaire (ESFFFQ), integrated in mobile application, in order to

monitor quality of users’ nutrition. The developed questionnaire

returns diet quality scores for eight targets — fruit intake, veg-
etable intake, fish intake, salt intake, sugar intake, fat intake, fibre
intake and protein intake. This paper explores the single-target
problem of question ranking. We compared question ranking

of the machine learning algorithms on three different types of

features for classification and regression problem. Our findings

showed that the addressing problem as a regression problem

performs better than treating it as a classification problem and

the best performance was achieved by using a Linear Regression

on features, where answers were transformed to frequencies of

consumption certain food group.
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1 INTRODUCTION
Adopting and maintaining a healthy lifestyle has become ex-

tremely important and healthy nutrition habits represent a major

part in achieving this goal. Self-assessment tools are playing a big

role in nutrition monitoring and many applications are including

Food Frequency Questionnaires (FFQs) as a monitoring tool, due

to they in-expensiveness, simplicity and reasonably good assess-

ment [8, 7]. An FFQ is a questionnaire that asks the respondents

about the frequency of consumption of different food items (e.g.,

"How many times a week do you eat fish?"). In the EU-funded

project WellCo we developed and validated an Extended Short

Form Frequency questionnaire (ESFFFQ) [4] that was included

in a health coaching application for seniors.

In order not to burden the users, we explored the possibili-

ties to get the most information even if one does not answer

the whole questionnaire. In our previous work we explored how

to find the smallest set of questions that still provides enough

information by applying different feature selection techniques [5,

6]. While machine learning has been previously used to detect

dietary patterns [2] or estimate nutrient intake [1], at least to our

knowledge it has not been used to develop or optimize the FFQs

(apart from our previous work). This paper explores the ranking
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of questions as the next step from selecting the important ques-

tions. By ranking the questions by importance and asking them in

this order we can expect to predict the best information available

at that very moment. We explored the question as a single-target

problem for classification and regression problems. Additionally,

we tested the algorithms on different representations of features

for both type of problem. The findings of this paper could be

used for setting the baseline for our future research.

2 METHODOLOGY
2.1 Problem outline
In our previous research [5, 6] we tried to find subsets of questions

that would allow us to ask the users about their dietary habits

with as few questions as possible and still get sufficient informa-

tion to evaluate their nutrition. For this we used the Extended

Short Form Food Frequency Questionnaire (ESFFFQ) [4]. The

questionnaire returns diet quality scores scores for fruit intake,
vegetable intake, fish intake, salt intake, sugar intake,fat intake,
fibre intake and protein intake. We calculate the nutrient intake

amounts and from there we further calculate the diet quality

scores.

The questionnaire was included in a mobile application, where

the system asked the users about their diet with one or two

questions per day. The answers were saved into a database and

every fortnight the quality scores were recalculated. As it could

happen that the users did not answer all the questions by the

time the recalculation was done, it was of great importance to ask

the questions in the right order. In the terminology of machine

learning this would be a feature ranking problem. We explored

the problem as a set of single-target problems — separately for

individual outcome scores. As three of the diet quality scores

(fruit, vegetable and fish intake) are only dependent on one or two

questions, the problem of feature ranking is trivial. Therefore we

explored the problem for the remaining five targets — fat intake,
sugar intake, fibre intake, protein intake and salt intake.

2.2 Dataset
We got the answers to ESFFFQ from 92 adults as a part of the

WellCo project and additionally from 1039 adults included in

SIMenu, the Slovenian EUMenu research project [3]. The ques-

tions included in the ESFFFQwere a subset of the questions in the

FFQ in SIMenu. Furthermore, the answers (consumption frequen-

cies) were equivalent in both questionnaires, and consequently

extracting the answers from SIMenu and adding them to the

answers from the ESFFFQ was a very straightforward task.

2.3 Feature ranking
To do the experiments, we first randomly split the data into

validation and training sets in ratio 1:3. To train the models and

rank the features we then used 4-fold cross-validation on the
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training set and used the average feature importance from all 4

folds as the final feature ranking.

The ranked features were used to predict quality scores (clas-

sification problem) and nutrient amount (regression problem),

by adding the question as they were ranked. In this paper we

present the results for two commonly used machine learning

algorithms — Logistic/Linear Regression and Random Forest

Classifier/Regressor. To rank the features we used the absolute

value of the coefficients in the Linear/Logistic Regression and the

feature_importance attribute as implemented in the Random

Forest Classifier/Regressor in the sklearn library.
Additionally we compared different feature representations —

features where answers are represented with nominal discrete

equidistant values (once per week is represented as integer 2),

features where answers were transformed into frequencies of

consumption (once per week is represented as approx. 0.14 per

day) and features where answers were transformed into amounts

of nutrients (once per week is represented as grams/day). In the

last represenation, the features differed between the targets sugar,
fat, salt, fibre and protein. We ran the experiments for five diet

categories (fat intake, sugar intake, fibre intake, protein intake
and salt intake) for both classification and regression problem. In

both cases we started with the best ranked question, trained the

model and compared results on train and validation sets. Then

we added the second best ranked question, trained the models

and compared the results. We added the questions one by one

until the last one.

3 RESULTS
3.1 Classification problem
For classification we tried to predict the quality scores for each of

the five nutrition categories. There were three scores - 2 (good),

1 (medium) and 0 (bad). The distribution of the scores for all the

categories is shown in Table 1.

Table 1: Distribution of target values for classification

Score Fat Sugar Fibre Protein Salt

2 51% 74% 26% 79% 32%

1 31% 14% 22% 13% 47%

0 18% 12% 52% 8% 21%

We compared Random Forest Classifier and Logistic Regres-

sion for three different types of features - discrete equidistant

answers, answers transformed to frequencies and answers trans-

formed to amounts.

Fat. For Random Forest (RF) there was not a big difference be-

tween the three representations of the features. With all three,

the highest accuracy on the validation set (79%) is achieved with

5 questions and afterwards the accuracy starts falling and stays

on the interval between 75% and 79%. This clearly indicates over-

fitting, which is confirmed by the fact that the accuracy for RF

on the training set was 100% from the fifth question. A similar

situation happened for all the remaining targets and will not be

repeated in the following subsections. On the training set Lo-

gistic Regression (LR) had worse results than the RF and it also

performed the worst from all algorithms when run on the dis-

crete features. However, when the features are transformed into

frequencies or amounts, we get better results on the validations

set than with RF.

Figure 1: Results on validation set for fat intake

Sugar. For sugar intake the story is very similar. RF performed

fairly well for the first few questions and then the accuracy began

to fall. The best performing algorithm was the LR on the features

(Figure 2, where the answers were transformed into frequencies.

Figure 2: Results on validation set for sugar intake

Fibre. For fibre intake the RF algorithms performed better for a

very long time (Figure 3) and it reached the best accuracy after

6 questions. The LR performed worse, and it did similarly badly

on the training set as well.

Figure 3: Results on validation set for fibre intake

Protein. For protein intake (Figure 4) the results are similar to

those for fibre intake. However, in case of protein intake the

majority class is 79% and most of the algorithms almost never

exceeded this value.

Figure 4: Results on validation set for protein intake
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Salt. For salt intake the best model is the LR on the answers

transformed to amounts. As seen in Figure 5, it exceeded the RF

algorithms for almost 20% from eleventh added question on and

predicted the quality scores with more than 90% accuracy with

only 14 questions, which is half of the questionnaire.

Figure 5: Results on validation set for salt intake

3.2 Regression problem
While knowing the quality score is a valid first information

whether one’s diet is good or not, generally more interesting

information is how good (or how bad) it really is. Therefore it is

reasonable to look at the same problem as a regression problem

, where we try to predict the actual amount (in grams) of con-

sumed nutrients. Again we explored the performance of Random

Forest Regressor (RF) and Linear Regression (LR) on the three

previously described feature sets.

Table 2: Nutrient intake in grams/day to quality scores

Score Fat[g] Sugar[g] Fibre[g] Protein[g] Salt[g]

2 ≤ 74 ≤ 55 ≥ 30 ≥ 55 ≤ 6

1 else else else else else

0 ≥ 111 ≥ 82 ≤ 25 ≤ 45 ≥ 9

Fat. The best performing algorithm for fat intake was the LR on

the answers transformed to frequencies. The overfitting of the RF

is even more visible than with the classification problem as the

errors for these models did not fall under 20 grams even if all the

questions were used, while the error of the LR on the feature sets

where the answers are transformed to frequencies or amounts

was smaller than 5 grams from eleven included questions (Figure

6).

Figure 6: Results on validation set for fat intake

Sugar. Similarly to fat intake, LR with the ’frequency features’

performed best (Figure 7). However the LR on the ’amounts fea-

tures’ performed well for more than 15 questions, but predicted

the worst for the first eleven included questions.

Figure 7: Results on validation set for sugar intake

Fibre. Classification for fibre intake was very bad, however, when
considering it as a regression problem, the LR on ’frequency’

features’ predicted the amounts with error smaller than 2 grams

when more than eleven questions were used 8. Considering Table

2 this means that predicting how bad/good the fibre intake was
done better then predicting if it is bad or good.

Figure 8: Results on validation set for fibre intake

Protein. For protein intake all algorithms had a similar perfor-

mance up to ten included questions, however, the LR on the

’frequency features’ started to perform better and better with

each added questions and predicted the amount of protein con-

sumption with error of 5 grams (Figure 9).

Figure 9: Results on validation set for protein intake

Salt. Similarly to the protein intake all algorithms performed

with a comparable error up to nine included questions, and after

that LR using the features transformed to frequencies started to

perform way better and predicted salt intake with error smaller

than 1 gram with eleven included questions (Figure 10).
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Figure 10: Results on validation set for salt intake

3.3 Discussion
We compared performance of feature ranking for two different

machine learning algorithms on three different types of features

for both classification and regression problems. While the classi-

fication problem might give the general idea about one’s dietary

habits, it is inclined towards overfitting even for very simple mod-

els, such as Logistic Regression, while more complex algorithms,

Random Forest Classifier in our case, are even more subject to

this deficiency. By predicting amounts instead of quality scores,

one gets information about how good/bad the dietary habits are

instead of just if they are good or bad.

Transforming features from discrete equidistant values to fre-

quencies or amounts of nutrients proved to be a very good ap-

proach. The transformation gave better results for both classifi-

cation and regression problem for both Random Forest Regres-

sor/Classifier and Logistic/Linear Regression. While the perfor-

mance of both algorithms on features transformed to frequencies

and features transformed to amounts for the classification prob-

lem was comparable, and Linear Regression on features trans-

formed to amounts gave markedly better results for salt intake,
the Linear Regression on features transformed to frequencies

outperformed all other combinations of features and algorithms

for the regression problem for all of the targets. The reason for

this is that linear regression on amounts is a very good match in

the sense that the target variable (total amount) is the sum of all

features (partial amounts).

Transforming the features to frequencies instead to amounts

has another advantage — frequencies transformed to amounts are

specific to each target, while features transformed to frequencies

are equal for all targets. This is an important finding for possible

future research where one would address ranking of questions as

a multi-target problem. Additionally, regression problem using

Linear Regression on features transformed to frequencies could

solve as a baseline for future experiments.

4 CONCLUSION AND FUTUREWORK
Ranking the questions of FFQs when it could be expected that not

all of the questions will be answered is an important step when

building models for predicting quality of one’s diet. In this paper

we compared two feature ranking algorithms on three different

types of features for classification and regression problem for

five targets. The findings of this paper show that considering

the problem as a regression problem on features transformed

to frequencies and using a simple machine learning algorithms

(Linear Regression) gives the best results for all five targets and

provides baseline for future experiments.

There are several possibilities for future work. As hinted in the

previous section, the question of multi-target question ranking

is one of the first that appears — one might want to monitor

several nutrition quality scores but still would want to avoid

answering too many questions. Next, probably more important

and interesting research problem, is how to use the answers

already provided to our advantage — so instead of statically

ranking the questions we would rather explore how we could

improve the prediction performance by dynamically ranking and

asking the questions.
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