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ABSTRACT
Analysing the spread of information related to a specific event in
the news has many potential applications. Consequently, various
systems have been developed to facilitate the analysis of infor-
mation spreading, such as detection of disease propagation and
identification of the spreading of fake news through social media.
The paper proposes a method for tracking information spread
over news articles. It works by comparing subsequent articles via
cosine similarity and applying a threshold to classify into three
classes: “Information-Propagated”, “Unsure” and “Information-
not-Propagated”. There are several open challenges in the process
of discerning information propagation, among them the lack of
resources for training and evaluation. This paper describes the
process of compiling corpus from the Event Registry global me-
dia monitoring system. We focus on information spreading in
three domains: sports (i.e. the FIFA World Cup), natural disas-
ters (i.e. earthquakes), and climate change (i.e. global warming).
This corpus is a valuable addition to currently available dataset
to examine the spreading of information about various kind of
events.
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1 INTRODUCTION
Information spreading has received significant attention due to
its various market applications such as advertisement. did the in-
formation about a specific product reach to the public of a specific
region? This could be one of the significant research questions.
Research in this area considers influential factors in the process
of information spreading such as the economic condition of a
specific area related to how textual or visual content is helping to
advertise a product. Information spreading analytics can also be
used in shaping policies, e.g., in media companies to understand
if there is a need to improve the content before publishing it.
Health organizations may be interested to know the patterns of
spreading of a cure for a certain disease. Environmental scien-
tists are perhaps attentive to see whether spread of news about
climate changes inside the country is similar to what is being
reported internationally.

Domain-specific gaps in information spreading are ubiquitous,
and may exist due to economic conditions, political factors, or
linguistic, geographical, time-zone, cultural and other barriers.
These factors potentially contribute to obstructing the flow of
local as well as international news. We believe that there is a lack
of research studies which examine, identify and uncover the rea-
sons for barriers in information spreading. Additionally, there is
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Table 1: List of events

Selected events Other events (ordered by popularity)
Football Basketball, Baseball, Boxing, Tennis, Cycling
Earthquake Floods, Tsunamis, Landslides, Hurricane, Volcanic eruptions
Global warming CO2 emissions, Chemical consumption

limited availability of datasets containing news text and metadata
including time, place, source and other relevant information.

When a piece of information starts spreading, it implicitly
raises questions such as:

(1) How far does the information in the form of news reach
out to the public?

(2) Does the content of news remain the same or changes to
a certain extent?

(3) Do the cultural values impact the information especially
when the same newswill get translated in other languages?

This paper presents a corpus that focuses on information
spreading over news and that hopes to answer some of the above
questions (This corpus is published as an online resource at ).
We present the use of a news repository to produce a corpus
and then analyze information propagation. We present a novel
methodology for automatically assembling the corpus for this
problem and validate it in three different domains. We focused
on a combination of rich- and low resource European languages,
in particular English, Portuguese, German, Spanish, and Slovene.
Three different types of events are targeted in the data collection
procedure to potentially involve different information spreading
behaviors in our society. These events are sports (FIFA World
Cup, 2,695 articles), natural disasters (earthquakes, 3,194 articles),
and climate change (global warming, 1,945 articles). The three
types of events were chosen based on their popularity and diver-
sity. A list of sub-events was observed from top websites related
to the three events and we selected those which were the most
popular in the countries with the selected national languages. For
sports, a list of countries with their national sports was fetched
and then filtered for national language1, 2. Based on popularity,
we selected the FIFA world cup. Similarly, for natural disasters,
lists of natural disasters were collected by country taking the na-
tional language into account, for instance, for Slovenia we looked
for this country in the natural disaster category on Wikipedia3.
Earthquakes4 and global warming5 were found to be the most
prevalent, thus a dataset for each was collected. Table 1 shows the
selected events and other related events ordered by prevalence.

The paper makes the following contributions to science:
(1) a novel methodology to collect a domain-specific corpus

from news repository;
(2) semantic similarity between news articles;

1http://www.quickgs.com/countries-and-their-national-sports/
2https://www.topendsports.com/
3https://en.wikipedia.org/wiki/Category:Natural_disasters_in_Slovenia
4https://en.wikipedia.org/wiki/List_of_earthquakes_in_2020
5https://www.theguardian.com/environment/2011/apr/21/countries-responsible-
climate-change, 6

https://zenodo.org/record/3950065#.XxiaxygzZZc
http://www.quickgs.com/countries-and-their-national-sports/
https://www.topendsports.com/
https://en.wikipedia.org/wiki/Category:Natural_disasters_in_Slovenia
https://en.wikipedia.org/wiki/List_of_earthquakes_in_2020
https://www.theguardian.com/environment/2011/apr/21/countries-responsible-climate-change
https://www.theguardian.com/environment/2011/apr/21/countries-responsible-climate-change
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(3) an annotated dataset encoding the level of information
spreading from an article.

The rest of the paper is organized as follows: in Section 2 we
discuss prior work about information spreading; in Section 3 we
describe the data collection methodology; Section 4 describes
semantic similarity and dataset annotation; and Section 5 gives
the conclusions.

2 RELATEDWORK
Information spreading is prevalent in our society. It plays a vi-
tal part in tasks that encompass the spreading of innovations
[9], effects in marketing [6], and opinion spreading [4]. News
spreading provides information to consumers that can be used
for decision making and potentially contribute to shaping na-
tional and international policies. There are several types of media
involved, such as print media, broadcast, and internet media. In-
ternet is considered as a building block for connecting individuals
worldwide, while news reflects current significant events for peo-
ple [7]. Apart from news, online social media proved to be a
remarkable alternative to support information spreading in an
emergency [8, 5]. Social connection plays a vital role in news
spreading. Especially the structure of network reflecting who
is connected to whom, crucially increases the proportion of in-
formation spreading. Network structure analysis comes with a
hypothesis related to the strength of the connections, namely
that information will spread further in a situation where there
exist many weak connections rather than clusters of strong [2].

While, in general, there are not many dataset that would help
in modelling information spreading, there are some corpora for
detecting the spreading of information about diseases [3] and
fake news in social media [10]. There is currently no multilingual
dataset of news articles for analysis of information propagation
composed from a variety of event-centric information such as
sports, natural disasters, and climate changes. This provides ad-
ditional motivation for our work.

3 DATA COLLECTION METHODOLOGY
In order to collect news originating from different sources, in
different languages, and targeting diverse events, we used Event
Registry, a platform that identifies events by collecting related
articles written in different languages from tens of thousands of
news sources [9]. Using Event Registry APIs 7, we fetched a list
of articles about each event in the following languages: English,
Spanish, German, Portuguese, and Slovenian. Figure 1 shows the
data collection process.

Each article was parsed from the JSON response and stored in
CSV files. Each article was connected with the available list of
relevant information such as the language of the article, event
type, publisher, title, date, and time. Figure 2 shows the metadata
of articles.

The number of collected articles in each domain varies consid-
erably, and also varies across the languages within each domain.
Table 2 shows statistics about each dataset.

4 SEMANTIC SIMILARITY BETWEEN NEWS
ARTICLES

We have represented the cross-lingual news articles by monolin-
gual (English) Wikipedia concepts using the Wikifier service8.
7https://github.com/EventRegistry/event-registry-python/blob/master/
eventregistry/examples/QueryArticlesExamples.py
8http://wikifier.org/info.html

Figure 1: Data collection methodology

Figure 2: Articles with metadata

Table 2: Statistics about dataset

Dataset Domain Event type Articles per Language Total Articles
Eng Spa Ger Slv Por

1 Sports FIFA World Cup 983 762 711 10 216 2682
2 Natural Disaster Earthquake 941 999 937 19 251 3147
3 Climate Changes Global Warming 996 298 545 8 97 1944

This service uses a page-rank based method to identify a coherent
set of relevant concepts from Wikipedia [1]. We retrieved a list
of Wikipedia concepts for each article. After representing each
article with a list of Wikipedia concepts, the tf-idf score was com-
puted using the popular machine learning library Scikit-Learn9.
Using the same library, cosine similarity was calculated between
tf-idf representation of news articles across all five languages.
In the process of computing similarity between the articles, for
each article we calculated its cosine similarity to all other articles
and stored the results in a CSV file. The results were then sorted
based on the publishing time of articles and we kept only the cal-
culations of similarity to articles that are published later that the
article in hands. Since we are interested in information propaga-
tion, we do not need to compare an article to those articles which
have been published before it. As a result, we had a multiple
similarity score for each article where each score show the simi-
larity with other articles. Cosine similarity varies between zero
and one, zero meaning no similarity and one meaning maximum
similarity, i.e., a duplicate article.
9https://scikit-learn.org/stable/

https://github.com/EventRegistry/event-registry-python/blob/master/eventregistry/examples/QueryArticlesExamples.py
https://github.com/EventRegistry/event-registry-python/blob/master/eventregistry/examples/QueryArticlesExamples.py
http://wikifier.org/info.html
 https://scikit-learn.org/stable/
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Figure 3: Class distribution for all domains

4.1 Dataset annotations
The results of the semantic similarity calculation were in the
form of a table where rows shown the list of articles and columns
shown the corresponding similarity score in the range 0..1 with
all the other articles. This similarity score was calculated using
cosine between TF-IDF representation of news articles (See Sec-
tion ??). First, we excluded those articles which had scored 1.0,
as they were considered as a copy of the article. We then, for
each article, chose an article which had the highest similarity
score to it from the list of all articles. After performing this step,
we had one similarity score for each article which shows either
that the information spread to a certain extent (if >0) or not (if
0). To decide about the class label whether the information is
spreading or not, we divided the scores into three intervals. The
first is Similarity ≥ 0.7, the second is 0.7 > Similarity ≥ 0.4,
and the third is Similarity < 0.4. Articles that have scores in
the first interval were labeled as "Information-Propagated". The
second interval was considered as unclear whether the informa-
tion from the article propagated or not such articles were labeled
as "Unsure". The lowest interval was considered as a signal for
no propagation and labeled "Information-not-Propagated". For
instance, low similarity can be of an article about a sports ground
which mentions the population of the city and another article
that discusses the population itself. We have manually examined
concepts of articles in each class. Figure 3 shows the distribu-
tion of class labels in FIFA World Cup, Earthquake, and Global
Warming dataset respectively.

4.2 Evaluation of dataset
Each article was annotated with a label based upon the similarity
score threshold of each article with other articles (See Section
4.1). For evaluation of the dataset we have checked the content of
the corresponding articles which were responsible for a specific
class label. We performed the evaluation of labelling by manually
inspecting a subset of pairs of articles. If a pair, for instance, were
labelled as "Information-Propagated" then two articles should
have text discussing more or less the same event, both in mono-
and cross-lingual settings.

We have randomly chosen 10 articles with their corresponding
articles considering all languages in each class and in each dataset.
In this way, we have manually checked 180 articles. Table 3 shows
these pairs of articles for evaluation in each dataset. We scanned
each article manually for all languages, using Google Translator

Table 3: Selected articles for evaluation

Domains Percentage of correctly labelled pairs
Global Warming 100%

Earthquake 93%
FIFA World Cup 100 %

for Portuguese, German, Slovene and Spanish to translate them
into English.

Evaluation results shown that the annotation was significantly
related to information spreading. Articles in the "Information-
Propagated" class show that most articles were an exact or para-
phrased copy of each other, with some articles published within
few hours after each other. Articles in the "Unsure" class were
typically also relevant to the event but involved extra and dif-
ferent discussions. Lastly, in the third class "Information-Not-
Propagated", articles involved only keywords related to event but
discussion was about other topics. Moreover, here the gap in the
publishing time was quite large.

5 CONCLUSIONS
This paper proposed a methodology and explained the process
of data collection from a news repository to provide a corpus
for event-centric information propagation between news articles.
This corpus covers three domains and each dataset corresponds
to one event type (FIFA World Cup, Earthquake, and Global
Warming). The corpus is available to others for the evaluation
of techniques for information spreading as it allows the analysis
of cross-lingual news articles published by different publishers
located geographically in different places.

In the future, we plan to add more attributes to each dataset.
For instance, for now, we only know the publisher of a news
article but in the future, we would like to include the publisher
profile and the economic condition of a country from where the
information is published. Also, we plan to apply and evaluate
different techniques to analysis information propagation barriers.
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