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ABSTRACT
In this paper, we propose a methodology that can adapt texts

to target publication types using summarization, natural lan-

guage generation and paraphrasing. The solution is based on key

text evaluation characteristics that describe different publication

types. To examine types, such as social media posts, newspaper

articles, research articles and official statements, we use three dis-

tinct text evaluation metrics: length, text polarity and readability.

Our methodology iteratively adapts each of the text evaluation

metrics. To alter length, we focus on abstractive summarization

using text-to-text transformers and distinct natural language gen-

eration models that are fine-tuned for each target publication

type. Next, we adapt polarity and readability using synonym

replacement and additionally, manipulate the latter by replacing

sentences with paraphrases, which are automatically generated

using a fine-tuned text-to-text transformer. The results show that

the proposed methodology successfully adapts text evaluation

metrics to target publication types. We find that in some cases

adapting the chosen text evaluation metrics is not enough and

we can corrupt the content using our methodology. However,

generally, our methodology generates suitable texts that we could

present to a target audience.
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1 INTRODUCTION
With more and more internet usage, the textual data on the inter-

net is highly increasing. However, different media target different

audiences and thus an arbitrary article may not be appropriate

for everyone. Consequently, already published content is being

rewritten and adapted for other target audiences.

Why is targeting audiences so important? When speaking

with someone in person, we adjust body language, tone and the

words we use, so that the audience understands the message we

are trying to send. In a similar manner, we also have to be aware

of the target audience when writing. Even though the task of

adapting texts to different audiences may look easy to experi-

enced writers, rookies and amateurs may struggle in selecting

the information that might be relevant to a particular target audi-

ence. Nevertheless, a way to deal with words and some common

sense should be enough to complete the task, but due to the

latter requirement automating this task becomes a much harder

problem.
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In this paper, we adapt texts to context by manipulating three

text evaluation metrics: length, polarity and readability. Our

method will be able to transition between social media posts, re-

search articles, newspaper articles and official statements, where

each publication type targets a different audience. While gov-

ernmental institutions and academics both publish neutrally-

oriented texts, research articles tend to be much longer than

official statements. Social media and news usually target wider

audiences, which is why texts should be more readable. However,

the two can be separated by the amount of opinion we can in-

clude. Newspaper articles should be less biased and thus include

less positively or negatively-oriented words.

Our methodology iteratively adapts key text evaluation met-

rics towards the mean values of the target publication type that

will be calculated from a sample set of articles. In each iteration

our method first manipulates length using abstractive summariza-

tion techniques and natural language generation models. Next,

it replaces words with more appropriate synonyms and adjusts

polarity and readability scores. Finally, it uses a fine-tuned text-

to-text transformer to generate more appropriate paraphrases

that replace whole sentences in our text and alter readability.

2 RELATEDWORK
A lot of research has already been done on how to evaluate

and alter text and we will use many existing methods to help us

develop our methodology. Kiefer [6] in her article describes many

text evaluation metrics such as the percentage of abbreviations

and lexical diversity in text. However, how can one alter the

percentage of the percentage of abbreviations meaningfully?

We picked three text evaluation metrics that can be reasonably

altered using existing methods. Flesch [4] developed an equation

that determines the readability of the text using the number

of words per sentence and the number of syllables per word

ratios. Even though structure-based metrics are important, we

also have to consider the message of the text. Using sentiment

analysis, we can determine whether the writer has positive or

negative affections towards the topic of the text. Feldman [3]

in his article discusses several approaches of sentiment analysis

based on the unit that we will be classifying (i.e. documents,

sentences, aspects).

As length is one of the chosen text evaluation metrics that we

wish to adapt, we have to be able to both summarize and extend

the text. According to Allahyari et al. [1], we differ extractive and

abstractive summarization approaches. Extractive approaches

shorten the original text by excluding less relevant sentences.

Significancy of the sentence can be evaluated by determining

whether the sentence is related with the main topic or whether

its content is distinctive in comparison to other sentences. On

the other hand, abstractive approaches tend to summarize texts

in a new (more human-like) manner by structuring the text into

some logical form such as graphs, trees and ontologies [5] or by

consider text sentiment and constructing Semantic graphs [7].
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When adapting shorter texts to longer, natural language gen-

eration has proven to be a very strong tool. Radford et al. [8]

developed a natural language generation technique to generate

additional text and produced state of the art results using unsu-

pervised multitask learners for model learning. Their model was

trained to predict the next word in text based on 40GB of Internet

content. They concluded that large training datasets and models

trained to maximize the likelihood of a sufficiently varied corpus

can learn a surprising amount of tasks, while no supervision is

needed in training.

Another method that is commonly used when adapting texts

to context is paraphrasing, i.e. rewording of something written

by changing its structure or replacing the words with their syn-

onyms. Goutham in his article [10] used a pre-trained text-to-text

transfer transformer to generate paraphrases of questions. The

model was fine-tuned, where the input texts were questions from

Quora and the expected output were the questions that were

labeled as their duplicates.

In our paper, we plan to exploit the aforementioned abstractive

summarization technique to shorten our texts and fine-tuned the

pre-trained natural language generation model that Radford et

al. [8] developed. Similarly as Goutham [10], we intend to fine-

tune a pre-trained text-to-text transformer that would be able

to generate paraphrases of a sentence. To calculate readability

score of the input text, we plan to use the formula proposed by

Flesch [4].

3 ADAPTATION OF TEXT
As mentioned before, the proposed method iteratively manipu-

lates the chosen text evaluation metrics to adapt text to different

target audiences. In Figure 1, which gives an overview of the

method, we can see that before we start running the process, we

calculate the initial values of text evaluation metrics for each pub-

lication type as the average values of a set of documents. We used

dataset of 150 documents for each publication type, where all

the documents hold text that contain COVID-19 related content,

with which we minimize the effect of variables that we will not

take into account in text adaptation. We also define the number

of iterations (in our case: 5) and the acceptable error 𝜖 (in our

case: 𝜖 = 0.1) that determines whether it is still worth altering a

particular text evaluation metric.

In each iteration, relative differences between current and

initial values of text evaluation metrics are calculated. If the

absolute relative difference to somemetric is bigger than 𝜖 , we try

to adjust it to the targeted value. We adjust key text evaluation

metrics in the main loop of the process in Figure 1 using the

following procedures:

• In case the target length is smaller than its current value,

we use a pre-trained T5 text-to-text transformer [9] to
summarize the input text. The model is an encoder-de-

coder model that uses transfer learning on a model that is

firstly pre-trained on a data-rich task and then fine-tuned

on a downstream task.

• To generate additional text, if the input text is shorter

than the average text of the target publication type, we

use fine-tuned natural language generation models.
A pre-trained GPT2 natural language generation model

[8] that is based on the aforementioned unsupervised mul-

titask learners is fine-tuned on documents of each consid-

ered publication type. We get four distinct NLG models,

where each generates text similar to the ones that it was

fine-tuned on. Consequently, we would assume that the

generated text needs less further adaptation.

• While adapting length might be the procedure with the

most visible results, we also have to adapt the other text

evaluationmetrics.We develop a synonym replacement
procedure to adjust polarity and readability scores to the

target values. The procedure is executed in iterations and

in each iteration we replace the word with the highest sum

of absolute relative differences of polarity and readability

scores to the initial values of the target publication type

with its optimal synonym, i.e. the synonym which causes

the sum of absolute relative differences to minimize.

• Finally, we alter readability by generating paraphrases
with a T5 text-to-text transformer [10] that was fine-
tuned to generate paraphrases by learning on Microsoft

Research Paraphrase Corpus dataset [2]. We then pick the

optimal paraphrase, which minimizes the relative differ-

ence to the target readability score.

Replacing sentences with their paraphrases could potentially

also alter length and polarity. We test the assumption by generat-

ing five paraphrases for each sentence in 100 documents for each

considered publication type and find that the relative difference

of length and polarity between the initial sentence and its para-

phrases is not significant. The obtained mean relative difference

of polarity scores in this preliminary analysis was 0.91e−3 and
the mean relative difference of lengths was 0.11e−3.

Figure 1: Flowchart of the text adaptation methodology
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4 EVALUATION AND RESULTS
In our experiments, we evaluate the quality of text transformation

between all possible pairs of four different publication media

types: social media, news, research articles and official statements.

We tested our methodology by generating adapted texts of a

subset of texts used for calculating initial values that consists

of 100 documents for each publication type (i.e., 400 altogether)

that were randomly chosen from the main dataset. We adapted

each document to the other three publication types and thus test

all of the 12 possible transitions. We observed how the key text

evaluation metrics behaved and whether the generated text was

meaningful or not. The results text evaluation metrics before and

after adaptation to context are shown in Table 1.

From Table 1 we can observe, that the text evaluation metrics

successfully changed in the right direction. In most cases we

significantly improved the values of metrics. The length manipu-

lation managed to consistently decrease the relative difference

towards targeted length and in many occasions even converge

under 𝜖 value. Polarity and readability scores seem harder to

adapt. However, in each case we successfully adapted the sum of

relative differences of those metrics, with which we can conclude

that synonym replacement method performs suitably, too. Its

inefficiency may be caused by the lack of choice in synonym

and paraphrase replacement and the limited amount of words

and sentences that can be replaced. In the following, we pro-

vide two examples of the content that was generated with our

methodology.

For example, if we try to adapt social media post to a news-

paper article, we can notice in Figure 2 that a very imaginative

paraphrase was generated. However, the start of the paraphrase

“Under the new law, you no longer have to wear” means exactly

the opposite as the input text message suggests. If we exclude

that fact, the generated text looks a lot like a newspaper article.

Text generated with NLG model is related to the content and well

formed. Overall, the introduction that is shown in Figure 2 looks

like an exemplary introduction to a newspaper article.

Figure 2: Example of text adaptation from the socialmedia
post to the newspaper article

Switching to another transition to adapt a newspaper article to

a social media post, we generate a text that is presented in Figure

3. It talks about the first 1,000 cases in Canada. The sentence

“Canada is officially in” indicates that Canada is a part of some-

thing, but the word that continues this sentence in the original

text is “recession”. This significantly changes the meaning the

text. However, we could also interpret this sentence by saying

that it joined the countries with more that 1,000 cases. Addition-

ally, it is hard to understand the first part of the second sentence,

but we do conclude with a very informative sentence about the

COVID-19 state in Canada that we could publish on Twitter.

Figure 4 shows an example of transforming a tweet to an

official statement. The method generates “Authentics: Politians

Figure 3: Example of text adaptation from the newspaper
article to the social media post

and bussinesses want a story like this” from “Politicians and

bussinesses want your money”. While the paraphrase is not the

most accurate, it connects well with the rest of the text. Replacing

“bad” with “unspeakable” suggests that the original text either has

higher readability or polarity score than the initial values of social

media posts, because the word is usually used as more negatively-

oriented, i.e., it decreases polarity, and it contains more syllables,

i.e., it decreases readability. The generated official statement is

connected to the input text and is much more appropriate for a

governmental institution to publish than the input sequence.

Figure 4: Example of text adaptation from the socialmedia
post to the official statement

While our method successfully adapts key text evaluation

metrics, our results are not perfect when it comes to the con-

tent. Our method has its drawbacks such as generating lots of

additional content, which often results in an unconnected text.

Additionally, synonym replacement and paraphrase generation

can incorrectly replace original sentence or word, where the

paraphrase or synonym changes the meaning but proves to be

effcient when adapting text evaluation metrics, if there exist such

synonyms that are more appropriate to use for a particular target

audience. Nevertheless, our methodology generated a few se-

quences that could be published for target audiences without any

changes and lots of texts would only require minor corrections.

To conclude this section, we are satisfied with the benchmark-

ing results that our method produced in adapting key text evalua-

tionmetrics. Themethodology produces some interesting content

and can thus be used as a baseline for further text adaptation to

target audiences.

5 CONCLUSION
In this article we developed a methodology that adapts texts

to context. The methodology focuses on three text evaluation

metrics: length, readability and polarity of the text. Our method

iteratively adapts text to the calculated initial values based on

the targeted publication type by adjusting the key text evalua-

tion metrics. We successfully managed to adjust text evaluation

metrics in nearly all transitions.

While we found text evaluation metrics that define different

publication types, in some cases adjusting these measures is not



Information Society 2020, 5–9 October, 2020, Ljubljana, Slovenia Žontar and Bosnić

Target publication type

Official statements Research articles News Social media

Input publication

type Initial Adapted Initial Adapted Initial Adapted Initial Adapted

Official statements

Length 0.79 0.04 0.04 0.03 36.39 0.35

Polarity 2.88 0.15 2.05 0.04 2.78 0.4

Readability 0.36 0.75 0.23 0.35 0.4 0.24

Research articles

Length 3.06 0.05 2.99 0.04 136.23 0.33

Polarity 0.81 0.27 0.33 0.07 0.18 0.46

Readability 0.17 0.08 0.34 0.22 0.45 0.12

News

Length 0.97 0.03 0.99 0.03 63.79 0.4

Polarity 0.88 0.14 0.43 0.1 0.33 0.37

Readability 1.21 0.05 1.2 0.84 0.24 0.11

Social media

Length 0.69 0.02 0.64 0.03 0.97 0.04

Polarity 0.85 0.28 0.28 0.02 0.55 0.06

Readability 0.71 0.27 0.69 0.8 0.24 0.28

Table 1: Absolute relative differences to initial values of target publication type before and after transition

enough. Generating longer sequences of additional text, we find

that the generated content is not connected and while we can find

a chain of related topics of subsections, in some cases it is hard

to define the common thread that is held throughout the whole

text. Additionally, if such synonyms and paraphrases exist that

corrupt the content but improve the relative differences to the

targeted values of key text evaluation metrics, the methodology

will replace existing words and sentences with corrupted content.

Despite these drawbacks, we generated lots of results that reflect

the targeted publication types and even more results that would

require only minor changes to be completely acceptable. We

conclude this article with satisfactory results of both content of

generated texts and their values of key text evaluation metrics.

Our ideas for further work include improvement of natural

language generation model, where the pre-trained model that we

used should be trained on longer texts so that we could generate

text based on longer prompts and thus make sure that we hold the

common thread throughout the whole text. Determining whether

synonyms or paraphrases corrupt the message of the text is also

very important. Word embedding can be used to represent the

context of the text and we could use it to determine whether the

synonym fits the current context or not. Another way to adapt

text to context would to create a dataset of texts, where each

row hold different versions of the same text and each version

represents the text written for different target audience. This way

we would be able to teach text-to-text models to adapt text to

context and it could also consider patterns that are not obvious

to human’s eye.
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