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ABSTRACT
Network analysis is one of the main topics in modern data
analysis, since it enables us to reason about systems by
studying their inner relations, for example we can study a
network by analyzing its edges. However, in many cases it
is impossible to detect or measure the network directly, due
to noisy data for example. We present a method for dealing
with such systems, more concretely we present a probabilistic
model called latent distance network, which we use to model
news data from EventRegistry. In the end of the article
we also present experimental results on predictions of latent
distance model with methods of machine learning.

1. INTRODUCTION
News articles offer a constant stream of new information
about business activities, political events, natural disasters
and a variety of other topics. Finding structure in such data
is inherently difficult, because of the high levels of noise,
repetitions and lack of structure. In order to systematically
extract useful information from news, [6] developed a system
called EventRegistry. It is able to collect news articles
from various sources and languages, group them together
according to their content and then extract relevant infor-
mation from the texts about the grouped articles (entities,
people, locations, topics). The groups of articles about the
same content are called events and in this work we will ex-
plore the structure of connections between various topics of
such events. Namely we will build a network of connections
between topics that appear in the news events, track the
evolution of connections through time and predict future
relationships.

This will be done through the framework of latent distance
graphs, because each event will be placed in an embedded
space according to its content. The distance to other events

in this space will then represent the similarity between them.
Latent distance graphs are an example of metric random
graphs, where the probability of connection between two
nodes is dependant on their position in the space. These
types of graphs are also called network models, which repre-
sent multi-dimensional data. In our case the transformation
of the events from EventRegistry will yield vectors in a 300
dimensional Euclidean space that are then used for calcu-
lation of a distance function that determines probability of
connection between nodes. The procedure to extract a net-
work of connections from the events data can be generalized,
because one can apply it in any case where the distance
between objects is well defined.

The rest of the paper is organised as follows, section 2 de-
scribes the news data that we were using. In section 3 we
introduce the word embeddings that are used to obtain vec-
tor forms of news events. In section 4 we explain the latent
distance model. section 5 presents the analysis done on the
graphs and section 6 concludes by pointing out the main
results, stressing some difficulties of our approach and giving
directions for further work.

2. DATA
We have worked with the news data from the EventReg-
istry and in particular, we download all of the news events
from business category in years 2017 and 2018. This yields
theevents overall and it was obtained with python package
EventRegistry. Every event that was obtained contains
information about which entities were involved and Even-
tRegistry also provides classification of events into certain
categories as defined in the dmoz taxonomy. These categories
are structured hierarchically and are divided into various sub-
categories, where, for example, category ”Business” is split
further into ”Banking and services” and then into ”Investing”.
For further details see [6].

3. WORD EMBEDDINGS
Here we give a brief overview of how the word (word2vec)
embeddings are being calculated, for detailed explanation we
advise reader to consult [9]. One of the algorithms which can
calculate the word embeddings is called word2vec and it can
be trained by one of the sub-algorithms, called Continuous-
Bag-Of-Words (CBOW) and Skip-Gram (SG). We give more
precise explanation of the Skip-Gram algorithm since we use



it in the process of generating the latent model.

Figure 1: Latent distance graph of the Business cat-
egory

3.1 Skip-Gram
The Skip-Gram (SG) sub-algorithm trains a shallow neural
network (NN) to learn the vector representation of each word
in the sentence from its surrounding context words. Namely
for each word wn, the neural network predicts the surround-
ing context words Con, where the user has to define the
number of surrounding words that are being predicted. For
example if Con = 2, we predict the pair (wn−1, wn+1). The
NN that is being trained has only one hidden layer between
the input and output layer, which in practice gives two trans-
formations of the input vector. The first one from the input
to the hidden layer and the second one from the hidden layer
to the output. Hence we have the target word at the input
layer of the NN and the context words are at the output layer.

In order to give more detailed overview of the algorithm we
need to set some notation first. Let x be a word in vocabulary
and let N be the size of the vocabulary, so x1, ..., xN are all
the words in the vocabulary. Then let K be the dimension
of the hidden layer and C = Con be the number of context
words. Also denote by W the N ×K weight (transformation)
matrix. The equation for hidden layer is in this case then

h = WTx = WT
k,., (1)

where Wk,. is the kth row of the transformation matrix W.
From the hidden layer to the output layer we apply another

transformation matrix that is denoted by W
′
. The output

layer in this case then consists of C multinomial distributions

and we use the matrix W
′

to calculate the score vector u for
the jth unit on cth context word as follows:

uc,j = uj = (W
′
.,j)

Th = (W
′
.,j)

TWT
.,k, (2)

for all c = 1, 2, .., C. The final output is the given by:

P(wc,j = wout,c|wI) = yc,j =
exp(uc,j)∑N
i=1 exp(ui)

, (3)

here wc,j is the jth word on the cth panel of the output layer
and wout,c is the true cth word among the output context
words, thus yc,j is the final output of the jth unit on the cth

panel. The authors of both CBOW and SG [8] have noted
that SG is slower than CBOW but produces better results
for infrequent words. For more detailed exposition please see
[9].

3.2 Events to vectors
In order to obtain vector forms of events, we use all of
concepts and their weights that are extracted from the news
article of every event by EventRegisty. In particular the
vector form of each event is calculated as

Eventi ≡ ei =
∑
c∈Ci

w(c) · word2vec(c), ∀ei ∈ E, (4)

where Ci represents the set of all concepts of the event i and
w(·) is gives a value of the weight of the concept in the event
in the in the interval (0, 100]. Each event is then represented
as a numeric vector in RN , where N is dependant on the
dimension of the word2vec space. In our case we choose
N = 300, since we are using the pre-trained word2vec model
by Google.

4. LATENT DISTANCE NETWORK MODEL
Latent distance networks or graphs can be considered as
particular examples of random graphs ([2]). Random graph
consists of the set V of vertices or nodes, set E of edges. It
is normally denoted by G(n, p), where n = card(V ) and p is
the probability of an edges between two vertices. One of the
most basic examples of random graphs is the Erdos-Renyi
graph GER(n, p), which is defined by saying that each edge
is included in the graph with probability p independent from
every other edge. Having this example in mind, we can
define random graphs with n vertices by giving probability
distribution for edges, this is construction carries over to
latent distance graphs, where probabilities for edges are
derived from probability distribution of distances between
vertices.
The latent distance graph is represented by N ×N adjacency
matrix. The latent distance model is given as follows, we
first define a distance function on RN by:

d(xk, xk′) = ρe−
‖xk−xk′ ‖

2

τ , (5)

where ρ represents the sparsity of the network and τ repre-
sents characteristic distance scale. Each vertex of the network
is at this stage represented by some vector xk ∈ RN (as de-
scribe in 3.2). To get a random model we need to specify
some probability distribution of distances between vertices,
which will give us the probabilities for edges between ver-
tices. These then correspond to the adjacency matrix of our
network and in the case of the latent distance graph it is
given by:

Ak,k′ ∼ Bern(d(xk, xk′)). (6)

Thus the entries of the adjacency matrix A are given by
Bernoulli distribution of distances between vertices of the



graph. Such networks were also considered in [7] in connec-
tion with Hawkes processes defined on networks. Note that
one could choose any other appropriately normalized metric
i.e. taking values in [0, 1], on RN and the construction would
work as well. Moreover in Erdos-Renyi graph G(n, p) the

sharp threshold for the connectedness is given by ln(n)
n

(see
[4]). To the best of our knowledge no such sharp threshold
is know for the latent distance graphs.

4.1 Generating the latent model
In this section we describe how we generated the latent
distance graph from news data.

4.1.1 News data latent model
After we obtain the numeric forms of the events via the
procedures described in section 3 we are able to form a
latent model on top of news data. The embedded events
now correspond to vectors in RN , which gives us a finite set
of vectors (xi)

K
i=1 ⊂ RN . We can then construct the weight

matrix, which is basically the matrix of distances between
different pairs of points,

W = (w)Ki,j = (d(xi, xj))
K
i,j , (7)

where d(., .) is the distance function (5). Once we have the
weight matrix we can generate the latent distance graph by
defining matrix of probabilities as the adjacency matrix:

pi,j = Bern(Wi,j), (8)

where pi,j represents the probability between two nodes xi

and xj .

5. GRAPH ANALYSIS
We perform some basic analysis on latent distance graphs
derived from news data. We generated the adjacency matrices
for each day in a one year time period, thus we get 365 graphs.
Each represents the activity of the events from the business
category. We also perform clustering of the events into
100 most frequent subcategories interacting with business
category. We perform this so that we replace the adjacency
matrix which depends on number of events we consider, say
K, with a matrix depending on fixed number of parameters
and make a aggregated distance matrix Wagg, which we
define as follows:

(Wagg)k,l =

K∑
i,j

1ck=i,cl=1wi,j . (9)

Now we can generate a new graph whose nodes now represent
categories under consideration. Example of such a graph is
given in Figure 1. Then we can generate adjacency matrices
of these graphs for a fixed time period, one year in our case.

5.1 Graph evolution
Now that we have sequence of graphs {G1, G2, .., G365}, we
can view this sequence as evolution of the network in given
time frame. Thus we can check the interaction of category i
in {G1, G2, .., G365} by just summing over all the adjacency
matrices and looking into appropriate row. For example
in the Table 1 below we show interaction of subcategories
Banking and services and Oil and Gas. To be concise
we only show top five interacting subcategories.

We also computed the degree of the the nodes in {G1, G2, .., G365}
and plotted the time series of each node, see Figure 2. From
Figure 2 we can see that there is some change in the degrees
through time and this opens up a possible direction to study
such networks dynamically.

Dependencies between categories
Fixed cate-
gory

Cat1 Cat2 Cat3 Cat4 Cat5

Banking
and ser-
vices

Holding
Com-
panies

Financial
Ser-
vices

Finance Payment
Associ-
ations

Investm-
ent
Banks

Oil and
Gas

Fats
and
Oils

Mining
and
Drilling

Import
and
Export

Payment
Associ-
ations

Job
Shar-
ing

Table 1: Dependencies of categories in the dynami-
cal network

Figure 2: Degrees of nodes through time

5.2 Predictions
We use neural network model to make predictions about
potential structure of the network in the near future. Specif-
ically we build the model on the top level categories i.e.
Buisness, Politics and others. We use the aggregation pro-
cess (9) to generate all the adjacency matrices for all levels,
which can then be put into vector form, so that we can
then use them as inputs for LSTM Neural Network model
[5]. For the model we used LSTM Neural Network, where
we used three residual LSTM layers and final dense layer.
We optimized with mean squared error (MSE) with ADAM
optimizer [5]. The results of the experiments are displayed
in Figure 3 and Figure 4.

6. CONCLUSIONS AND FUTURE WORK
In this work we collect data from EventRegistry about all
business events from years 2017 and 2018 and build a la-
tent distance model on top of it. We are able to do this
by transforming the textual news data to numeric vector
forms through word embedding algorithm word2vec. The
latent graph model that is produced in this manner gives us
a reasonably good representation of EventRegistry data as



Figure 3: MSE of learning on whole Neural Network

can be seen in Figure 1. However we believe that this model
could be used on other similar data sets as long as difference
between object can be defined with some metric. In order to
avoid issues with noise we used a more compact representa-
tion of events, where we clustered them into a predefined set
of categories. In this compact form the adjacency matrices
of graphs were then fed into a LSTM model for prediction
of how the graph will evolve in the next step. The results
of this part were reasonably good and can be seen in the
Figure 3 and Figure 4.

Let us now point out some difficulties of this approach. The
first one is that it seems that the representation depends
to some extent on word embeddings that are used. This
can be seen from example in Table 1, where we have strong
connection between Oil and Gas category and subcategory
Fats and Oils which should not be connected. The second
problem is the sparsity of the adjacency matrices, which
makes it very hard to achieve good performance with machine
learning techniques as well perform spectral analysis [1] on
the adjacency matrices. This last point is connected to
theory of dynamical graphs, where our presented sequence
{G1, G2, .., G365} serves as one example. In future work we
would like to try to extend the LSTM model from above
to predict lower level categories as well. This would be
done in several steps where each level would be predicted
after the previous one. Finally we would like to understand
how to resolve the sparsity problem (some techniques for
dealing with this problem are presented in [3]) and then
apply techniques from dynamical graphs [1], in particular we
would like to know spectral distortions [1] of these graphs.
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Figure 4: Training and prediction scores for Busi-
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