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ABSTRACT
In this paper, we tried to recognize emotions from speech
when we have a very small dataset available. Because record-
ing and annotating new data is a costly task, our goal is to
use publicly available datasets in addition to our own to im-
prove the recognition accuracy. To do this, we implemented
five different methods able to extract knowledge from the
publicly available dataset and use it in our target dataset.
Two of these methods are based on transfer learning, one
is a multi-task learning method, and the last two use ad-
vanced feature normalization methods to bring the feature
domains from the two datasets closer together. We show
that in certain combinations of train-test set, some of our
methods outperform the baseline classifier by a maximum
of 9 percentage points. In some cases, however, the baseline
method proved to provide best results.
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1. INTRODUCTION
In the last two decades a lot of research has been put into
the automatic recognition of emotional states. The main
reason for this is the rapid development of affective user in-
terfaces. If we are able to recognize the user’s emotions,
we can develop dynamic applications that can adapt to the
user’s feelings at any given time. Here, our task could be to
measure the stress of the calling users and include them in
a priority list accordingly.
In our research, we focused on measuring the emotional state
of a person based on their speech. More precisely, we did
not analyse what the person is saying, but how they express
themself. Since this type of emotion recognition does not
analyse the content of the person’s speech and does not re-
quire any of their other personal data, it can be used if we
have some limitations regarding the use of personal data.
The main obstacle to determining a person’s emotional state
for machine learning is the lack of data. Bringing people into
a certain emotional state is a challenging and, when it comes
to negative emotions, unethical task. Furthermore, record-
ing people expressing their genuine feelings, without their
knowledge, violates the right to privacy, and these datasets,
if ever acquired, are not publicly available. Therefore, most
of the datasets we get are from actors who do their best to
perform certain emotions.
Many papers present high accuracy scores when training

and testing a model with the same dataset [10, 7, 11, 5]
but, what happens if we do not have data for our specific
problem? What happens if we use recording devices of dif-
ferent quality, or if our target subjects are older people and
not young or middle-aged actors, or if our setting differs in
some other way? In our research, we assumed that we have a
small amount of representative data of our problem, and we
wanted to additionally exploit publicly available datasets.
The most similar related work is a contribution by Latif
et al. from INTERSPEECH 2018 [9]. Although it claims
to achieve state-of-the-art results, when trained on a source
dataset and tested on a target its accuracy does not even ex-
ceed the majority classifier. When a small amount of data
from the target dataset was used, a modest improvement
was observed, but the paper only distinguishes between two
emotions. It thus seems that the issue we are tackling in
this paper is poorly explored in the literature.
The most common way to use information from a source
dataset to improve the classifier of a target dataset is to use
transfer learning. We have chosen two different methods for
transfer learning. The first method was recreated from the
paper mentioned previously, while the other method uses
Fully Connected Neural Networks to transfer some of net-
work parameters between datasets. Additionally, we tried
multi-task learning as well as two different types of feature
normalization, which we applied on the data in order to
bring the feature domains between the two datasets closer
together.
In Section 2 we present the datasets we use. In Section 3 we
present the five methods we used for cross-dataset emotion
recognition. In Section 4 we present our evaluation methods
and the achieved results. Finally in Section 5, we conclude
and present our future work.

2. DATASETS
To detect emotions from speech, we used four publicly avail-
able datasets: EmoDB [1], EMOVO [3], IEMOCAP [2] and
SAVEE [8]. The datasets were recorded in three different
languages: IEMOCAP and SAVEE datasets were recorded
in English, while EMOVO and EmoDB were recorded in
Italian and German. A common problem when combining
multiple datasets is that most of the datasets use different
sets of emotions. To deal with this problem, we used only
instances presenting four basic types of emotions, which are
present in all the datasets: neutral, anger, joy and sadness.
The number of instances for each emotion per dataset is
presented in Table 1.



Table 1: Number of instances per emotion
Dataset Neutral Anger Joy Sadness
EmoDB 79 127 71 62
EMOVO 84 84 84 84

IEMOCAP 392 500 94 467
SAVEE 120 60 60 60

3. METHODS
The best established way to build a model able to recog-
nize emotions from speech is by extracting global features
from the speech and then building a classifier on top of these
features. To extract features, we used a publicly available
toolkit - OpenSmile [4], which offers a wide range of possible
sets of features. We decided to use the ‘emobase2010’ fea-
ture set. This set is composed of overall 1582 features. As
the machine learning algorithm we selected Random Forest
with 1000 trees and maximal depth of 10. This combination
outperformed several alternatives, including Deep Learning
on raw audio. An additional advantage of the OpenSmile
features and Random Forest over Deep Learning is that fea-
tures can easily be extracted on the phone, so that raw au-
dio is never sent outside the user’s device. We developed
or implemented five methods for transfer learning, which we
describe in sections 3.1-3.5.

3.1 Deep Belief Network
In speech emotion recognition, there has not been much re-
lated work whose main focus is to transfer knowledge from
the source dataset to the target dataset. The most dedicated
attempt is the already mentioned one by Latif et al. [9], in
which they used Deep Belief Network (DBN). To evaluate
their method, they used another work that used autoen-
coders to transfer knowledge from the source dataset to the
target dataset. They achieved better results than the au-
toencoders approach, and therefore we decided to recreate
their method. In our DBN implementation, we used the
same network parameters as described in their paper.

3.2 Fully Connected Deep Neural Network
Since the rise of transfer learning, the most commonly used
method of transferring knowledge from one problem in an-
other is by transferring network parameters. Therefore, in
the second method we trained a Fully Connected Neural
Network (FCNN) on the source dataset and transfered some
of the network parameters to the target dataset. The FCNN
architecture is composed of one input layer, one output layer,
and three hidden layers. The input layer takes the same
amount of input units as the number of features extracted
from one utterance. The first hidden layer is composed of
1000 units, the second hidden layer is composed of 500 units
and the third hidden layer is composed of 300 units. The
output layer consists of only four units, one for each emo-
tion. The activation function of all layers is ‘tanh’. The only
exception is the output layer, which uses ‘softmax’ activa-
tion function.
First, the FCNN was trained on the whole source dataset.
After the training on the source dataset was finished, and
all network parameters have been determined, we froze all
parameters of the network, except those belonging to the
output layer. We then fine-tuned the parameters of the final
layer using a part of the instances from the target dataset.

3.3 Multi-task Learning
In the multi-task learning method, we used the same Ran-
dom Forest classifier as the one described in the baseline
method. However, instead of having the same target class for
matching emotions from the source and the target dataset,
we used two different target classes: one for the emotion
from the source dataset, and another one for the same emo-
tion from the target dataset. For example, angry utterances
from the source and the target dataset would get the same
target label ‘Anger’ in the baseline Random Forest Classi-
fier. However, in the multi-task learning approach, angry
utterances from the source dataset would get the target la-
bel ‘Anger1’, while angry utterances from the target dataset
would get the target label ‘Anger2’. The idea is that the clas-
sifier classifies specifically into classes of the target dataset,
while the structure of the classifier still benefits from the
source dataset (upper leaves of the tree in Random Forest).
Because when training we used the whole source dataset and
only a small portion from the target dataset, we ended up
with unequal distribution of emotions. To deal with this
problem, we oversampled examples from the target dataset
until we got equal distributions in both datasets.

3.4 Normalization based on neutral speech
As shown in Table 1, the distribution of emotions is not
equal across dataset and thus, a simple feature normaliza-
tion and standardization method might not work across dif-
ferent datasets.
To implement a more advanced feature normalization method,
we applied a normalization technique on the source and on
the target data independently. In this normalization tech-
nique, we used neutral speech to bring the datasets to the
same reference point. Ideally the neutral speech using our
normalization technique should be near the coordinate space
origin. To normalize and standardize our data, we applied
the following formula to the feature values:

xi new =
xi − µ

σ

where µ is the average value from neutral speech in the train-
ing data, σ is the standard deviation in all training data and
xi is the i-th instance in the data.
To evaluate the performance of the model whose features
were normalized based on the neutral emotion, we used the
baseline Random Forest Classifier.

3.5 Normalization based on feature distribu-
tion

When analysing feature distributions between two datasets,
we noticed that most of the features do not have the same
distributions per emotion. For example, on the left side in
Figure 1 we present the distribution of feature ‘pcm loudness
sma amean’ on neutral utterances in IEMOCAP, while on

the right side, the distribution of the same feature is pre-
sented for neutral utterances in SAVEE. Since this could be
confusing for our model, we tried to bring the two feature
distributions as close as possible for each emotion.
To do this, we used the feature distribution from the training
data in the target dataset as the baseline, and tried to bring
the feature distribution from the whole source dataset as
close as possible to the baseline distribution. Thus, for each
emotion, we divided the feature distribution of the training
data in the target dataset into 5 equal bins and saw how



Figure 1: Distribution of values in neutral speech
from feature pcm loudness sma amean on the left
side in IEMOCAP, on the right side for SAVEE

much of the data belongs to each bin. Thus, all instances
in the target dataset whose featurei belong to the first bin
of the featurei distribution, sould be given the value 0, all
instances that belong to the second bin of the featurei dis-
tribution would be given the value 1, etc.
Let us assume that the percentage of the training data from
the target dataset that was given the value 0 for featurei is
x0, the percentage of the training data that was given the
value 1 is x1, etc. To bring the distributions for featurei
from the source and the target dataset closer together, we
would assign the lowest x0 percent of data from the source
dataset a value of 0, etc. Thus, we got a similar distribution
of the features in the source and the target dataset for each
emotion separately.
To evaluate the performance of the model whose features
were normalized based on their distribution, we used the
baseline Random Forest Classifier.

4. EVALUATION AND RESULTS
Recording and annotating data is an expensive process. Be-
cause of this, for training our models we used at most one
subject, while the rest of the subjects would be used for test-
ing the performance of the model. To evaluate the perfor-
mance of the model on the target dataset without a transfer-
learning method, we used three different scenarios:

• In the first scenario, we uses the whole source dataset
for training, and the whole target dataset for testing.
This simulates the case when we do not have any of our
target data, thus only training our model on a publicly
available dataset.

• In the second scenario, we used one subject from our
target dataset as the training set and the rest of the
subjects as the testing set. To get a more objective
evaluation of the performance of the model, each of
the subjects was used as training data once, and the
final result was calculated by averaging the accuracy of
each train-test split. This scenario simulates the case
where we only use our small dataset for training.

• In the third scenario we used the whole source dataset
and one subject from the target dataset for training.
The rest of the subjects from the target dataset were
used for testing. Similarly as in the second scenario,
each subject from the taget dataset was used as the

training data once, making the final result an average
of each train-test split. This scenario simulates the
case where we combine our small dataset with some
publicly available dataset.

Since only two of the four datasets we use are recorded
in the same language, we decided to evaluate the models
only on these two datasets. This way, we can compare
same-language and different-language cross-dataset emotion
recognition on the same target datasets. To present the com-
plexity of the task, in Table 2 we used the Majority Classifier
and Random Forest Classifier for each of the three possible
scenarios. The results achieved using the first scenario are
the poorest, not even achieving the majority classifier. The
results achieved using the second and the third scenario out-
perform the majority classifier, but still the classifier from
the third scenario gives overall poorer results compared to
the classifier from the second scenario. This could mean
that we do not gain any useful information from the source
dataset.
We applied the transfer learning methods from Section 3 ac-
cording to the third scenario. The results are presented in
Table 3. To evaluate the success of the information trans-
fer, we compared these results to the baseline Random For-
est Classifier calculated using the second scenario. The re-
sults in Table 3 show us that most of the improvements
are achieved by normalizing the feature spaces based on the
feature distribution. However, the presented results are not
optimistic, since in some cases the best results were achieved
using the baseline classifier. So far, the best improvement
we achieved was 9 percentage points, which we gained when
training on EmoDB and testing on SAVEE while normaliz-
ing the features based on their distributions. This method
outperformed both the DBN presented as most suitable for
this type of problems in related work, as well as the com-
monly used FCNN transfer learning.
An interesting observation is that when our methods use
EmoDB and EMOVO as train data and SAVEE as test data,
they perform better compared to when the same-language
IEMOCAP is used as train data. This happened with most
of our methods, and could indicate that the way the record-
ing took place (5 min conversations vs. short utterances),
might be more important when choosing which source dataset
to use, than the language.

5. CONCLUSIONS
In this paper, we tried to use the knowledge obtained from
a source dataset in order to improve the classification ac-
curacy of a target dataset. We found that although in dif-
ferent languages, EmoDB and EMOVO contain more useful
information for detecting emotions from speech in SAVEE,
compared to the same-language database IEMOCAP.
The baseline classifier could be outperformed by using some
of the methods described here, with a maximum improve-
ment of 9 percentage points. The best performance was
achieved by normalizing the features, based on their distri-
butions. The worst performance was achieved by a method
from related work, which did not even outperform the ma-
jority classifier.
Although we implemented five different methods for cross-
dataset speech emotion recognition, there are other possi-
bilities. A potentially more effective, but substantially more



Table 2: Results obtained from the majority classifier and baseline Random Forest Classifier for each scenario
without transfer learning

Train dataset Test dataset Majority Scenario1 Scenario2 Scenario3
EmoDB SAVEE 40% 29% 49% 57%
EMOVO SAVEE 40% 41% 49% 51%

IEMOCAP SAVEE 40% 27% 49% 41%
EmoDB IEMOCAP 34% 34% 67% 62%
EMOVO IEMOCAP 34% 52% 67% 67%
SAVEE IEMOCAP 34% 33% 67% 65%

Table 3: Results obtained from the majority classifier and baseline Random Forest Classifier compared to
the five transfer learning methods

Train dataset Test dataset Majority Baseline RF DBN FCNN Multi-task Norm.1 Norm.2
EmoDB SAVEE 40% 49% 20% 50% 56% 57% 58%
EMOVO SAVEE 40% 49% 30% 58% 50% 51% 58%

IEMOCAP SAVEE 40% 49% 20% 46% 42% 41% 47%
EmoDB IEMOCAP 34% 67% 33% 60% 62% 62% 66%
EMOVO IEMOCAP 34% 67% 30% 61% 67% 67% 67%
SAVEE IEMOCAP 34% 67% 27% 56% 66% 65% 69%

complex approach may be by using Generative Adversarial
Networks [6] to translate the features from one dataset to
another. This is the main approach we consider for future
work, assuming it can work on modestly sized dataset such
as are available.
A cursory look at the literature suggests that emotion recog-
nition from speech is not a very difficult problem, since many
papers report good results and several datasets are publicly
available. However, our study shows that practical appli-
cability of these datasets is limited considering how poorly
cross-dataset learning works. It is also possible that the
typical methods for emotion recognition from speech would
prove unsuitable for the wider range of emotion expressed in
real life. Therefore, it is important to study emotion recog-
nition without limiting to one homogeneous dataset.
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